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Chapter 1

Introduction

For many years during the single-core era, software developers took performance im-
provements for granted thanks to enhanced microarchitectures and increased clock
frequencies in every new processor generation. This trend was enabled by the ever in-
creasing number of transistors in integrated circuits, as described by Moore’s Law [267].
This processor design paradigm was expected to last for many more years. In 2002, it
was predicted that by 2010 processors would be running at 30 GHz [30, 73]. However,
this was never possible due to power consumption and thermal issues associated with
the increasing clock frequencies [303]. Then, in 2005 the end of the single-core era was
described by Herb Sutter as “The free lunch is over” [280]. This crisis motivated a fun-
damental change in the processor design paradigm in which transistors are used to
build architectures with multiple cores, instead of increasing the complexity and per-
formance of a monolithic core. Figure 1.1 illustrates these trends, where after 2004 the
number of cores started to grow, while the single-core performance, frequency and
power consumption started to saturate [258]. This new processor paradigm brought
new eras of computing known as the homogeneous multi-core era (or simply multi-core
era) with the increase in the number of cores and then the heterogeneous multi-core era
(or simply heterogeneous era) with the specialization of the cores [32, 128, 297].

The multi-core and heterogeneous eras impacted not only desktop and High Per-
formance Computing (HPC) but also embedded computing. In the embedded do-
main, the underlying technologies of the systems evolved into complex heterogeneous
Multi-Processor System-on-Chips (MPSoCs), which combine multiple cores of a vari-
ety of types (e.g., General Purpose Processors (GPPs), Digital Signal Processors (DSPs)
and Graphics Processing Units (GPUs)) [142]. These MPSoCs are able to meet the de-
mands of the embedded market that is continuously pushing for high performance
at lower energy consumption and cost. Nowadays heterogeneous MPSoC are widely
used in the design of devices from smartphones and tablets that provide a rich variety
of services, to cars that are evolving towards autonomous supercomputers on wheels.

This evolution in the processor design paradigm also implied a major change in
the programming paradigm from sequential to parallel. Tim Mattson, a renowned
senior parallel computing scientist, argues that the advent of parallel programming
is not due to an achievement of the software, but instead due to a failure of the
hardware [117]. Parallel programming has shown to be a challenging task [46, 206,
320]. The current practice relies on a manual and error-prone program transformation
process in which a large amount of legacy sequential software has to be migrated
to parallel systems [90, 117, 144, 197, 324]. Therefore, there is an urgent need for
solutions to succeed in this dramatic paradigm shift.

1
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This thesis aims at addressing the challenges posed by the multi-core and hete-
rogeneous eras with focus on the embedded domain, to relieve developers from the
hectic and error-prone manual process of software optimization for heterogeneous
multi-core systems. For this purpose, in this thesis a tool flow is proposed based on
novel compiler technologies to automatically optimize legacy sequential programs for
a proper parallel execution. This tool flow builds a model of the programs, which is
then analyzed by multiple heuristics to identify software parallelization and distribu-
tion opportunities. These optimization opportunities are then realized by generating
parallel code in multiple state-of-the-art programming paradigms, which allows to
apply the tool flow to a wide range of relevant commercial platforms.

The remainder of this chapter is organized as follows. Section 1.1 discusses key
aspects of the multi-core and heterogeneous eras. The list of requirements that a tool
for software parallelization and distribution should meet is discussed in Section 1.2.
Section 1.3 presents an overview of the proposed tool flow. The contributions made
in this thesis are stated in Section 1.4. Finally, Section 1.5 concludes with a summary
of the chapter and outlines the rest of the document.

1.1 The Challenge: Entering a Heterogeneous Parallel
Universe

This section discusses key aspects of the multi-core and heterogeneous eras with em-
phasis on the embedded domain. In addition, the challenge of legacy sequential code,
as well as the details of the current parallel programming practice are described.

1 The SPECInt is a benchmark specification for evaluating integer CPU performance [71]
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1.1.1 From the Single-Core to the Multi-Core & Heterogeneous Eras

Figure 1.2 summarizes key aspects of the single-core, multi-core and heterogeneous
eras, such as the enablers, constrainers and their programming paradigms. As pre-
viously discussed, the single-core era was described by Moore’s Law, and enabled
by advances in microarchitecture technologies and increasing clock frequencies. In
addition, currently it is possible to exploit close to the full hardware potential offered
by a single-core. In terms of programming paradigms, a large amount programs were
developed in languages, such as, C and C++, which resulted in what is known today
as legacy sequential software [209]. However, the single-core era hit a limit often referred
as the power wall [303], which opened the doors to parallel computing.

Similarly to the single-core era, the multi-core era is still described by Moore’s
Law, but also enabled by Symmetric Multiprocessing (SMP) architectures. An SMP
system involves two or more tightly coupled homogeneous cores connected to a sin-
gle shared-memory, which is controlled by one single Operating System (OS). In the
embedded domain, the use of homogeneous MPSoCs gained acceptance as the un-
derlying technology to design multi-core devices. On the one hand, MPSoCs pro-
vide a proper trade-off between performance, power consumption and cost. On the
other hand, MPSoCs enable a component reuse strategy known as platform-based de-
sign [266], which helps to reduce the Non-Recurring Engineering (NRE) costs and to
meet the strict time-to-market requirements. Figure 1.3 shows the most recent pre-
diction of the number cores in MPSoCs, published by the International Technology
Roadmap for Semiconductors (ITRS) in 2015 [138]. According to ITRS, by 2027 it is
expected that MPSoCs are going to incorporate over 300 cores. However, currently
there is still a significant gap between the attainable performance of these platforms
and the actual performance that the current software is able to achieve on them [52].
This gap can be closed by means of software parallelization with the extraction of mul-
tiple parallel patterns, which is addressed in Chapter 4.
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In terms of programming paradigms, it is worth to mention two widely used ex-
amples in the multi-core era: POSIX Threads (Pthreads) [1] and Open Multi-Processing
(OpenMP) [36]. Pthreads is a library-based programming paradigm for shared mem-
ory systems. It is a low level approach, as the developer has to explicitly perform
thread management, workload partitioning and synchronization. The accesses to
critical sections (shared data) have to be carefully designed to avoid data races and
deadlocks by means of mutual exclusion (mutex). OpenMP is an industry standard
programming model also for shared memory systems based on compiler directives,
originally designed for homogeneous multi-core platforms. The use of compiler di-
rectives is a high-level approach that requires minimal source code modifications in
contrast to Pthreads. In addition, the OpenMP runtime system takes care of the thread
management. Although Pthreads and OpenMP initially targeted desktop computing
and HPC, both have been used in the embedded domain as well [80, 277, 300].

The ever increasing requirements of modern applications pushed yet another ma-
jor change in the processor design paradigm known as the heterogeneous era [32, 255,
322]. Nowadays, mobile devices such as smartphones and tablets provide a wide
range of features beyond calling and texting, which includes video & audio process-
ing, emailing, gaming and navigation among others. These features are enabled by
applications that are diverse in nature. Therefore, this brought a need for specializa-
tion by means of heterogeneous computing, where computationally intensive workloads
can be more efficiently processed in terms of performance and power consumption
on specialized cores. Although the use of these type of cores have been around for
many years, it was until late 2000s when they started to become widely accessible
to the developers as programmable cores [223]. This is exemplified by the advent of
General-Purpose computing on Graphics Processing Units (GPGPU). The heterogene-
ity can be manifested in multiple forms: (i) multiple cores with the same Instruction
Set Architecture (ISA) running at different clock frequencies, (ii) multiple cores with
different ISAs, and (iii) programmable cores combined with Field-Programmable Gate
Arrays (FPGAs). The complexity introduced in this era by the diversity of the cores,
poses new challenges both in terms of hardware and software [322]. In addition,
the performance gap between the hardware platforms and the current software has
grown in contrast to the multi-core era. This gap can be closed by means of software
distribution based on accelerator offloading, which is addressed in Chapter 5.
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It is worth mentioning that in 2012 the Heterogeneous System Architecture (HSA)
foundation appeared as a major effort to simplify this new era of heterogeneous com-
puting through standardization [129]. HSA is a consortium composed of various
semiconductor companies, Intellectual Property (IP) providers, tool providers, soft-
ware vendors, and academic institutions. The HSA foundation strives for improv-
ing heterogeneous computing by providing specifications for multiple aspects of the
systems including the platform architecture, programming model, runtime system,
tooling and multi-vendor compatibility. These specifications are already in practice
in multiple domains from embedded to HPC. The Bifrost microarchitecture imple-
mented in the Mali-G71 GPU from ARM [260] and the recent Exynos 8895 MPSoC
from Samsung [265, 271] are examples of embedded platforms compliant with the
HSA 1.1 hardware specification.

The heterogeneous era also brought new programming paradigms, mainly fol-
lowing a host-centric model in which host cores offload workloads described as com-
putational kernels to accelerators [78]. About a decade ago in 2007, the first ver-
sion of the parallel programming paradigm called Compute Unified Device Archi-
tecture (CUDA) was released by NVIDIA [214]. The main goal of this paradigm is
to allow the use of NVIDIA GPUs for general purpose computing. CUDA provides
an Application Programming Interface (API) that allows to write both the code in the
host side, as well as the kernel code for the GPU side. Besides the API, CUDA is
also accompanied by a wide ecosystem of tools and specialized libraries for multiple
domains [213]. Another programming paradigm for heterogeneous systems called
Open Compute Language (OpenCL) was released for the first time in 2009 [276]. Sim-
ilar to CUDA, OpenCL provides an API to program both the host side code and the
kernel code. However, in contrast to CUDA, OpenCL is an open industry standard
supported on a variety of platforms from different vendors. In addition, OpenCL sup-
ports devices beyond GPUs (e.g., DSPs, FPGAs and other accelerators). Both CUDA
and OpenCL are classified as low-level paradigms, which imply a significant program-
ming effort. Therefore, high-level paradigms based on compiler directives emerged as
an alternative to program heterogeneous systems with less effort. In 2011, the first
specification of Open Accelerators (OpenACC) was released [225]. OpenACC is a
open industry standard managed by a consortium composed of industry and aca-
demic members. It aims to be a performance portable model to program accelerators
based on compiler directives, which allow to offload both data and computations to
accelerators. In 2013, OpenMP also entered the heterogeneous era with the introduc-
tion of the accelerator model as part of the OpenMP 4.0 specification [226]. Similarly to
OpenACC, the accelerator model allows to offload data and computation by means
of compiler directives. It is worth mentioning that in the academia, data-flow Models
of Computation (MoCs) gained acceptance, since they are suitable to describe embed-
ded streaming programs on heterogeneous systems [52, 116]. These MoCs describe
programs as a network of autonomous processes that exchange data through FIFO
channels. Prominent examples of these MoCs are Kahn Process Network (KPN) [99]
and Synchronous Data Flow (SDF) [168].



6 Chapter 1. Introduction

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018
2
4
6
8

10
12
14
16
18
20
22
24
26
28

N
um

be
r

of
C

or
es

OMAP/Keystone/TDAx Families
Exynos Family
Tegra Family

Snapdragon Family

(a) Multi-Core Trend

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

1

2

3

4

5

N
um

be
r

of
C

or
e

Ty
pe

s

OMAP/Keystone/TDAx Families
Exynos Family
Tegra Family

Snapdragon Family

(b) Heterogeneous Trend

Figure 1.4: Trends in Commercial MPSoC Families (Data from: [51, 52, 283, 285, 288,
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To exemplify the impact of the multi-core and heterogeneous eras in the embed-
ded domain, the evolution in terms of the number and diversity of programmable
cores in various commercial2 MPSoC families is presented in Figure 1.4. The first
trend is composed of three MPSoC families of Texas Instruments (TI): Open Multime-
dia Applications Platform (OMAP), Keystone [283] and TDAx [288]. These families
are presented here as a single trend line, since together they represent the overall evo-
lution of the MPSoC strategy of TI. The trend begins in 2007 with the OMAP family,
starting with the dual-core OMAP1 platform, as shown in Figure 1.4a. The main fo-
cus of the OMAP family was smartphones and tablets. However, in 2012 TI decided
to leave the mobile market [45]; thus, bringing this family to an end. In 2011, be-
fore announcing this market shift, TI already made an important step by introducing
the Keystone family to target new markets [283]. In its first generation, this family
provided homogeneous platforms with up to 8 C66x DSPs [289]. Then, in its second
generation, the Keystone family introduced heterogeneous platforms with up to 12
cores: 4 ARM Cortex-A15 cores and 8 C66x DSP cores [285]. Another major step by TI
was the introduction of the TDAx family in 2015 to target Advanced Driver-Assistance
Systems (ADAS). The most relevant aspect of this family is its heterogeneity, as Fig-
ures 1.4b and 1.5 show. This platform has up to 14 cores of 5 different types: 2 ARM
Cortex-A15 cores, 4 ARM Cortex-M4 cores, 2 C66x DSP cores, a dual-core SGX544
GPU and 4 Embedded Vision Engine (EVE) cores [287].

2 Company, product and brand names used in this thesis may be trademarks or registered trademarks of their respective owners
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Figure 1.5: TDA2SX: A Highly Heterogeneous MPSoC [287]

Another prominent family of MPSoCs is Snapdragon from Qualcomm [248]. The
core count trend of this family has grown since 2007 from 1 core in the Snapdragon
S1 platform to 13 cores in Snapdragon 845 platform in 2018 [313], as Figure 1.4a
shows. In terms of heterogeneity, this family reached 5 different core types in a single
MPSoC with the Snapdragron 845 [247]. This MPSoC has 4+4 Kryo cores (custom
Cortex-A75 and Cortex-A55), 1 Adreno 630 GPU, a Hexagon 685 DSP with 4 cores
and 1 Secure Processing Unit (SPU). The Exynos family from Samsung is another
example of widely used MPSoCs in the mobile market [312]. The core count trend
of this family presents the most dramatic growth, starting in 2010 with 3 cores in the
Exynos 3 platforms to 28 cores in the Exynos 9 platforms in 2017 [312], as Figure 1.4a
shows. The Exynos 9 MPSoC combines 4 M1 “Mongoose” cores, 4 ARM Cortex-A53
and a Mali-G71 MP20 GPU with 20 cores. Finally, the last family considered here is
Tegra from NVIDIA, which targets a variety of domains including mobile, gaming
and automotive [222]. Recently, this family has gained a strong relevance due to its
use in the deep learning domain [215]. The core count trend of the Tegra platforms
goes from 1 core in the Tegra APX 2500 platform in 2008 to 16 cores in the Xavier
platform announced in 2017 [217], as Figure 1.4a shows. The latest available platform
of this family is the Tegra X2, which combines 2 Denver2 cores, 4 ARM Cortex-A57
and a Pascal GPU with 8 Streaming Multiprocessors (SMs). The Drive PX 2 platform
for autonomous cars is an example of a system that incorporates 2 Tegra X2 MPSoCs
together with 2 discrete Pascal GPUs [216]. The previous trends strongly suggest
that embedded devices will keep evolving towards highly parallel and heterogeneous
systems, not only due to the increasing number and diversity of cores within a single
MPSoC, but also due to the use of multiple MPSoCs within a single system.

1.1.2 Current Programming Practice: Legacy Sequential Code

Parallel programming has shown to be a challenging task, as for humans it is more
natural to think sequentially. Moreover, many generations of developers have been
trained to design and program sequentially. However, still nowadays there is an open
debate about how and when universities should teach to think parallel [117, 146, 191,
200, 205]. As previously discussed, multiple paradigms have been developed to ad-
dress the issue of parallel programming in the multi-core and heterogeneous eras.
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Despite these efforts for providing a convenient programming paradigm, developers
still have the cumbersome task of writing efficient and correct parallel code. This task
is even more challenging considering that the current practice for software develop-
ment relies on program transformation of existing legacy code instead of designing
everything from scratch [144]. It has been estimated that the amount of legacy code in
new developments exceeds the new code by a factor of 100 to 1 or even 1000 to 1 [90].
Moreover, developers are not going to adopt completely new parallel languages to
reimplement the huge amount of existing sequential code [117]. Instead, developers
have to incrementally optimize this legacy code (mostly written in C/C++ in the em-
bedded domain [47]) for an efficient execution on modern heterogeneous multi-core
systems [197]. This is an extremely error-prone and time-consuming task in which
developers have to perform multiple manual steps:

• Getting Familiar with the Legacy Source Code: The first step is to understand the
sequential code to be optimized. This task is especially challenging when the code
was written by someone else, which is typically the case. Therefore, developers
have to follow multiple strategies to tackle unknown legacy code [209].

• Identifying Computationally Intensive Code Regions: To achieve a profitable opti-
mization of the legacy code, developers have to focus on optimizing computation-
ally intensive sections of the programs. This can be achieved by using profiling and
performance estimation tools available for the platform of interest [51, 52].

• Understanding Data Dependencies: Developers have to identify and understand
data dependencies in the sequential code to preserve the functional correctness
of the program when parallelism is extracted [199, 319]. This is one of the most
challenging steps for developers, especially in “spaghetti code” [307]. In addition,
other parallelization inhibitors should be identified, including functions with side
effects or unstructured code (e.g., goto, continue and break statements) [16].

• Identifying Parallelization Opportunities: This is a key step in which developers
have to identify and select the most profitable parallelization opportunities within
computationally intensive code sections. The most prominent parallel patterns in-
clude Data Level Parallelism (DLP), Pipeline Level Parallelism (PLP), Task Level
Parallelism (TLP) and Recursive Level Parallelism (RLP) [10, 7, 51, 52, 70, 158].

• Identifying Software Distribution Opportunities: For heterogeneous multi-core
systems, developers have to identify code regions that are good candidates to be
offloaded to accelerators (e.g., GPUs or DSPs). For this purpose, developers have to
make sure that: (i) a code region exhibits a significantly higher performance when
is executed on a given accelerator than on the host cores, and (ii) the offloading
overhead does not outweight the benefit of offloading a code region.

• Writing the Parallel Code: The final step is to realize the identified software paral-
lelization and distribution opportunities by means of parallel paradigms available
on the target platform. Here developers have to perform various degrees of code
transformations and refactorizations according to the parallel paradigm. This task
by itself has proved to be extremely challenging [104, 149, 211, 279].
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1.2 The Solution: Tools for Software Parallelization and
Distribution

The most prominent solution to help developers in the process of evolving legacy se-
quential code into the parallel space is the development of frameworks for automated
software parallelization and distribution [73, 78, 117, 131, 199, 261]. Previous research
efforts have left valuable observations and techniques from which it is possible to
derive the following set of requirements that an effective tool flow in the embedded
domain should meet:

• Coding Style and User Constraints: Multiple existing parallelization frameworks
impose restrictions to the type of code that they can handle [31, 161]. However, the
tools should be able to handle a wide variety of source code without imposing im-
portant restrictions that can limit the applicability of these frameworks. Moreover,
tools should focus on relevant programming languages according to the domain
of interest (e.g., C and C++ in the embedded domain [47]). In addition, develop-
ers should be allowed to have some degree of control to guide the analyses being
performed by the tools (e.g., by means of user constraints to configure the analysis).

• Platform Model: To achieve the best results in the embedded domain, it is impor-
tant that the tools are aware of the characteristics of the underlying platforms. For
example, in terms of the number and types of cores, communication costs and task
creation overhead [10, 51, 52, 70, 141]. This issue has motivated the emergence of in-
dustry standards, such as the Software-Hardware Interface for Multi-many-core (SHIM)
specification [204]. SHIM is a standard from the Multicore Association (MCA) for ab-
stracting hardware properties that are key to enable multi-core tools.

• Profile-Driven Analysis: Traditionally, state-of-the-art parallelizing compilers re-
lied only on static analysis. However, it has been observed that this approach of-
ten failed to extract parallelism in languages like C/C++, as they allow the use of
pointers, dynamic memory allocation and indirect function calls [294]. To overcome
these issues, multiple authors agreed that dynamic analysis can be used as either an
alternative or a complement to static analysis [148, 162, 294].

• Profitability Analysis: A key aspect for a profitable parallelization is performance
information for two main reasons: (i) it allows to identify computationally inten-
sive code sections, and (ii) it allows to perform a cost-benefit analysis to evaluate
the potential of a given optimization opportunity. Multiple existing tools [120, 294]
make use of static information for hotspot identification and cost-benefit analysis.
However, this approach might result in missing profitable optimization opportu-
nities or even in a slow down [296]. For this reason, more accurate performance
estimation techniques at various program granularities are necessary.

• Forms of Parallelism: Early works focused on extraction of DLP from loops in
which each iteration is independent from the others [155]. While DLP is abundant
in scientific applications, studies like [139, 153] show that in the embedded domain
additional forms of parallelism should be explored (e.g., TLP, PLP or RLP).
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Figure 1.6: Tool Flow Overview

• Heterogeneity: The current practice in terms of software distribution in hetero-
geneous systems is based on a host-centric model, where host cores (e.g., CPUs)
offload code sections and data to specialized cores (e.g., GPUs or DSPs). Therefore,
together with the extraction of multiple forms of parallelism, tools should be able
to automatically identify the best core types to offload computationally intensive
code sections, which typically exhibit abundant DLP [189, 233].

• Source Level Hints: High-level information should be presented to the develop-
ers in the form of intuitive source level hints [51, 52, 135, 141]. This information
allows developers to get a general understanding about the characteristics of the
applications and to assess its optimization potential.

• Parallel Programming Paradigms: The usefulness of software tools highly depends
on the platforms to which they can be applied. Therefore, tools should be able to
realize software optimization opportunities on multiple relevant parallel program-
ming paradigms. In the embedded domain, industry paradigms such as OpenMP,
OpenCL and CUDA have gained strong acceptance and currently are being sup-
ported in a wide variety of platforms [160, 277, 286, 300].

1.3 Overview of the Proposed Tool Flow

By taking the requirements described in the previous section into account, in this the-
sis a tool flow for software parallelization and distribution for heterogeneous multi-
core embedded systems is proposed, as shown in Figure 1.6. This tool flow was
developed in the context of the framework called MPSoC Application Programming
Studio (MAPS) [51, 52, 53, 54, 269] of the RWTH Aachen University. Section 2.1.2.5
describes how this thesis contributes to the existing facilities of the MAPS frame-
work. The proposed tool flow takes as inputs a sequential C/C++ program, a model
of the target platform and constraints provided by developers. The tool flow itself
is composed of four phases as explained in the following. During the first phase a
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hybrid program analysis ( 1 in Figure 1.6) takes place, which collects static and dy-
namic information. While the static analysis gathers compile time information, such
as the complete control flow, variable declarations and memory accesses; the dynamic
analysis gathers runtime information such as a list of executed functions, basic block
execution count and memory accesses involving pointers or dynamically allocated
memory. The dynamic information is obtained by instrumenting the program and
executing it to generate a trace file. A Program Model (PM) is generated during the
following phase ( 2 in Figure 1.6). This model describes the input program in terms
of performance information, a graph that expresses the calling relationships among
functions in a given profiling run, and an Intermediate Representation (IR) that de-
scribes control and data dependencies among code statements, as well as the hierarchy
of code regions. Afterwards, the PM is analyzed in first place by heuristics that per-
form the software parallelization in which multiple forms of parallelism are extracted,
followed by heuristics that perform the software distribution in which code regions
are selected for accelerator offloading ( 3 in Figure 1.6). The results of this phase are
stored in the PM in the form of annotations, which are later used during the code
generation phase. Finally, during the last phase ( 4 in Figure 1.6) information in the
form of source level hints is presented to developers to give a general understand-
ing of the characteristics of the program and its optimization potential. In addition,
during this phase is where the parallel code in multiple paradigms is generated (i.e.,
OpenMP, OpenCL and CUDA and CPN [269]). The details of the proposed tool flow
shown in Figure 1.6 and its evaluation are presented in the following chapters.

1.4 Contributions

Having introduced the tool flow in the previous section, it is now possible to precisely
describe the contributions of this thesis. These contributions can be found in multiple
phases of the proposed tool flow, from the PM and its analysis, to the realization of
the identified optimization opportunities. The major contributions are outlined in the
following:

• Program Model (Chapter 3): In thesis, it is proposed a unified representation of
the program [5, 6, 10], which includes all the information required for an effec-
tive software parallelization and software distribution for heterogeneous multi-core
embedded systems. Furthermore, this thesis contributes with techniques to model
and analyze challenging language constructs (e.g, while loops [9]), which are not
typically supported by existing tools, thus missing important optimization oppor-
tunities.

• Multi-Grained Performance Estimation (Chapter 3): The selection of code granu-
larity is a major issue in frameworks for software parallelization and distribution,
as it has a direct impact on the form and degree of parallelism that can be exploited.
Typical granularities include: statement, basic block, loops, function and arbitrary
code blocks. Therefore, software parallelization and distribution frameworks re-
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quire performance information at these granularities. This thesis contributes with a
flexible approach to provide performance information at multiple granularities [8].

• Software Parallelization Heuristics (Chapter 4): In this thesis, heuristics are pro-
posed to extract four different high level forms of parallelism from legacy sequen-
tial programs, namely, TLP, DLP, PLP and RLP [5, 6, 7, 10].

• Software Distribution Heuristics (Chapter 5): Together with the heuristics for ex-
traction of parallelism, this thesis also contributes with heuristics for automated
accelerator offloading of computationally intensive code regions in heterogeneous
systems [11, 14].

• Parallel Code Generation (Chapter 6): This thesis contributes with code generation
techniques, which allow to realize software parallelization and distribution oppor-
tunities using state-of-the-art parallel programming paradigms [5, 7, 10, 14]. This
enables the applicability of the proposed tool flow to a wide variety of relevant
commercial heterogeneous embedded multi-core platforms.

• Optimization of Parallel Code (Chapter 6): Although the main focus of this work is
to optimize sequential applications, this thesis also contributes with techniques to
further optimize existing parallel code, in particular, code annotated with OpenMP
compiler directives [13]. This input OpenMP code to be further optimized can be
either generated by the proposed tool flow, or manually parallelized code.

• Applicability to Commercial Platforms (Chapter 7): The applicability of the pro-
posed technologies is evaluated on relevant commercial embedded platforms, such
as Android devices [5, 10] and multi-core DSP platforms [9, 12, 14].

1.5 Synopsis and Outline

This chapter started by describing the dramatic shift in the paradigm of processor
design from the single-core era to the multi-core and heterogeneous eras. To exem-
plify this in the context of embedded systems, the evolution of multiple commercial
families of MPSoCs was presented. The current practice and challenges of parallel
programming were also discussed in detail, as well as the need for software paral-
lelization and distribution tools. Finally, a brief overview of the proposed tool flow
was given together with a description of the key contributions of this thesis.

The remainder of this thesis is organized as follows. A review on the previous
research work relevant to this thesis is presented in Chapter 2. Chapter 3 discusses
the details of the Program Model. The proposed software parallelization techniques
are presented in Chapter 4, while the software distribution techniques are presented
in Chapter 5. The details of the code generation phase are discussed in Chapter 6. The
experimental evaluation is detailed in Chapter 7. Finally, the summary, conclusions
and the outlook of this thesis are presented in Chapter 8.



Chapter 2

Related Work

Techniques for automated software optimization for multi-core systems are not new.
Early works on parallelization focused solely on loop parallelism (also known as
DOALL) [155], where each iteration in a loop is independent from the others. Classical
examples of this are the Stanford University Intermediate Format (SUIF) [318] and Po-
laris [33, 34] frameworks, which have been often referred as first generation tools [261].
This chapter aims at presenting the features and limitations of existing academic and
commercial frameworks for software parallelization and distribution, which are the
most relevant to this thesis. The presentation of the frameworks is organized in mul-
tiple categories. Some frameworks might simultaneously fall into multiple categories.
Therefore, they are either discussed in their most relevant category, or their discussion
is divided across multiple categories.

This chapter is structured as follows. Section 2.1 discusses multiple parallelization
frameworks driven by profiling information and by the extraction of parallel patterns.
Then, the frameworks with support for heterogeneous systems are presented in Sec-
tion 2.2. Finally, Section 2.3 closes this chapter with a summary of the presented
frameworks, which shows in perspective the proposed tool flow in this thesis.

2.1 Software Parallelization

This section presents the most relevant parallelization frameworks to this thesis. First,
profile-driven frameworks are discussed, followed by pattern-driven techniques. The
coarse-grained parallel patterns considered in this section are DLP, PLP, TLP and
RLP.

2.1.1 Profile-Driven Parallelization

The use of dynamic information for software parallelization has been identified as an
effective way to overcome the traditional limitations of static techniques when it comes
to analyze pointers, dynamic allocated memory, function pointers among others [239].
This information is typically gathered at runtime by means of program instrumenta-
tion and profiling [86]. The use of dynamic information has been proposed either as
a replacement or a complement to static information to enable a hybrid analysis [259].
This section reviews multiple frameworks whose main contribution lies on profiling
techniques for software parallelization. It is worth mentioning that these profile-
driven frameworks typically focus only on parallelism discovery, without providing
facilities for automated parallel code generation.

13
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One of the earliest profile-driven frameworks for software parallelization is Em-
bla [89, 187], which was developed at the Swedish Institute of Computer Science. Em-
bla is a simple tool that records and reports to developers relevant dynamic data de-
pendencies among statements (e.g., Read-After-Write (RAW), Write-After-Write (WAR)
and Write-After-Write (WAW)). For this purpose, it uses Valgrind [208] as the Dy-
namic Binary Instrumentation (DBI) tool. However, this framework fully relies on the
developers to manually identify and correctly implement the most promising paral-
lelization opportunities. Alchemist [323] is a framework developed at Purdue Uni-
versity for dependence distance profiling in C and C++ programs also based on Val-
grind [208]. This framework works at various language construct granularities (e.g.,
loops or functions). The primary focus of Alchemist is to provide high-level recom-
mendations about dependencies among the language constructs that might prevent
parallelization (i.e., RAW, WAW and WAR). To distinguish among the different in-
stances of a given construct, this framework builds an execution index tree by using
a post-dominator analysis [155]. However, this framework does not provide facilities
for code generation, which implies still a significant effort for developers.

Prospector [162, 163] is another profile-driven framework for extraction of DLP
from the Georgia Institute of Technology. This framework is implemented on top of
the Pin tool [186] for DBI. It is based on a profiling technique developed by the same
research group that developed a framework called SD3 [164]. The most interesting
aspect of SD3 is that its main focus is to reduce both the runtime and memory over-
head of the profiling process. On the one hand, to optimize the runtime overhead this
framework parallelizes the profiling process itself. On the other hand, to reduce the
memory overhead SD3 takes advantage of stride patterns to compress the memory
access information; then, it derives the dependency information from the compressed
format itself. However, similar to Alchemist, Prospector only provides high-level par-
allelization hints without any code generation support. The Parwiz [157] framework.
jointly developed at INRIA and the Université de Strasbourg, uses DBI built on top
of Pin for identifying DLP. This framework aims at different use cases, including
identification of parallel loops and transformation of loop nests to enable vectoriza-
tion. Parwiz achieves this by building an execution tree that contains multiple types
of nodes to enable the dependence analysis. The ACCESS nodes are key, as they
represent individual memory accesses from which data dependencies are derived.
Although Parwiz is able to distinguish dependencies that can be handled with pri-
vatization, it is not able to detect reduction operations. Finally, Parwiz incorporates
static analysis to reduce the profiling overhead. An important concern of tools based
on DBI, such as Embla, Alchemist, Prospector and Parwiz, is the degree of accuracy
at which they can provide high-level readable information to developers [140].

Profiling technologies from the single-core era have also inspired frameworks for
software parallelization. Kremlin [96] is one example inspired by gprof [118], which
was developed at the University of California, San Diego. This framework aims at
helping developers for both parallelism discovery and planning (i.e., implementa-
tion). The key contribution of this framework is the introduction of a Hierarchical
Critical Path Analysis (HCPA), as an extension to the traditional Critial Path Analy-
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sis (CPA) [154]. The goal of the HCPA is to model dependencies across nested regions
in a program (e.g., nested loops) to enable the extraction of DLP. Along with the
HCPA, this framework introduces a metric to quantify the parallelization potential of
a given region called self-parallelism, which is inspired by the self-time metric used in
traditional profilers such as gprof. In addition, Kremlin includes facilities for paral-
lelism planning, which provide suggestions on how to parallelize the programs with
OpenMP. However, developers still have the challenging task to manually refactor and
implement the parallelism. Kismet [141] is a tool built on top of Kremlin that aims
at providing speedup estimates for the parallelization opportunities identified in se-
quential programs. This framework has two major components: (i) a self-parallelism
profiler, which extends the one introduced in Kremlin and (ii) a speedup predictor,
which is the main contribution of Kismet. To estimate the parallel speedup, the tool
makes use of platform-independent parallelization information provided by the self-
parallelism profiler and platform specific details, such as number of available cores
and parallelization overhead. The authors of Kismet made clear that this tool does
not provide suggestions on how to refactor the program for parallelization. Then,
this task is left to developers, which is an error-prone and time-consuming process,
as discussed in Chapter 1.

Profile-driven tools have also emerged in the industry. Threading Advisor is a tool
for thread design and prototyping included in the Intel Advisor Tool Suite [135]. This
tool is structured as workflows in which developers have to follow multiple steps.
The Threading Advisor workflow starts with the survey step, where it profiles the
input program to identify hotspots. Then, with this information developers are re-
quired to add annotations in code sections that they consider good candidates for
parallelization. This implies that the actual extraction of parallelism is performed
manually by developers. Afterwards, it follows the suitability step, where using the
annotations the tool is able to estimate the scalability of the parallelization opportu-
nities by using different number of threads. Finally, Threading Advisor performs a
dependence analysis to identify potential data races and deadlocks. The main draw-
back of this tool is that it requires significant manual intervention by the developers,
as it neither automatically identifies parallel patterns nor provides code generation
facilities. Prism [75] is an example of a commercial tool based on DBI, which was
developed by Critical Blue. Prism profiles the application to obtain data dependency
and performance characterizations. Using this information, it is possible to detect
hotspots, identify data dependencies and study the parallelization scalability based
on a what-if analysis. However, Prism requires that developers manually suggest the
potential parallelism. Additionally, this tool provides other facilities beyond multicore
optimization, including binary translation, cache optimization and software security.
Similar to this thesis, Prism has been applied to Android, but only for cache optimiza-
tion [74]. Intel Thread Advisor and Prism are similar tools in terms of their workflow
and the analyses provided. However, they heavily rely on insights provided by de-
velopers due to the interactive approach of this tools, i.e., they do not automatically
extract parallel patterns from the sequential code, nor generate the parallel code.
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2.1.2 Pattern-Driven Parallelization

The use of design patterns is a widely accepted practice for software development
in which recurring problems in a given context are solved by reusing well-known
solutions [95]. This approach has been also applied to parallel programming. The
taxonomy known as Our Pattern Language (OPL) organizes parallel patterns in mul-
tiple abstraction layers [195]. In particular, the parallel algorithm strategy patterns layer
is relevant for software parallelization, since it defines multiple patterns that can be
extracted from sequential programs. The most prominent patterns considered in this
thesis are Data Level Parallelism (DLP), Pipeline Level Parallelism (PLP), Task Level
Parallelism (TLP) and Recursive Level Parallelism (RLP). Extraction of patterns has
been identified as an effective strategy for software parallelization since early works,
such as the framework called Parallelize Automatically by Pattern Matching (PARA-
MAT) [156]. This section reviews frameworks relevant for this thesis whose main
contribution lies on the automatic identification of parallel patterns from sequential
code. Firstly, frameworks that focus on one specific pattern are presented, followed
by frameworks that provide support for multiple patterns.

2.1.2.1 Data Level Parallelism (DLP)

DLP is one of the most scalable parallel patterns [196], which is typically found in
scientific and multimedia applications. It is defined as a pattern where a data set is
split into smaller blocks to which the same computation is simultaneously applied
by multiple parallel tasks. DLP is one of the most studied patterns in the domain of
software parallelization tools. This thesis also proposes an approach for extraction of
DLP, which is described in Section 4.2. In the following, the most relevant frameworks
for the extraction of DLP are discussed.

Cetus [77], developed at Purdue University, is a source-to-source compiler infras-
tructure written in Java with support for building automatic parallelization tools. This
framework provides three fundamental fully static analyses for loop parallelization
(i.e., extraction of DLP), namely variable privatization, reduction variable recognition
and induction variable substitution. In addition to the parallelization support, Cetus
includes other general compiler facilities, including array section and points-to anal-
yses. Moreover, Cetus provides code generation facilities, which annotate the outer-
most parallel loops with OpenMP pragmas. A similar source-to-source parallelizing
compiler is autoPar [179], which is built on top of the ROSE compiler infrastruc-
ture [250], developed at the Lawrence Livermore National Laboratory. This is a fully
static framework that focus on array-based loops. autoPar first normalizes and iden-
tifies candidate loops for parallelization. Then, for each candidate it performs the fol-
lowing steps: liveness and dependence analyses, classification of loop variables (i.e.,
auto-scoping), elimination of dependencies associated with the auto-scoped variables,
and finally insertion of OpenMP pragmas. In addition, autoPar provides supports to
parallelize loops in C++ using the Standard Template Library (STL) [72]. However,
autoPar do not perform any cost-benefit analysis to reason about the benefit of par-
allelizing a given loop. Overall the main concern about Cetus and autoPar is that
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they rely on fully static analysis, which presents important limitations for software
parallelization, as it was discussed in Section 2.1.1. Instead, Tournavitis et al. [296]
presented a profile-driven holistic approach for extraction of DLP, which was devel-
oped at the University of Edinburgh. This approach makes use of static and dynamic
analyses to identify control and data dependencies, which are implemented on top
of the Compiler System (CoSy) framework [22]. Then, profitable parallel loops are
identified using machine learning, based on both static and dynamic program fea-
tures (e.g., instruction count and memory accesses). Finally, the selected loops are
annotated with OpenMP pragmas, including the scheduling policy. However, the ap-
proach used to select the OpenMP scheduling policy does not take load balancing
into account. This thesis addresses the selection of the OpenMP scheduling policy to
achieve a proper load balancing, as it is discussed in Section 6.3.3.

A popular static approach for extraction of DLP is the use of the polyhedral model
(also known as polytope model) [172]. This model is a mathematical framework for
transformation, parallelization and data locality optimization of loop nests. The ap-
plicability of the polyhedral model is limited to a subset of statically predictable loop
nests known as Static Control Parts (SCoP) (also called Static Affine Nest Loop Pro-
grams (SANLP)). A SCoP consists of a set of statements enclosed in loops in which
data dependencies have to be statically computable, and where loops bounds, array
accesses and expressions in conditions must be affine expressions of the enclosing
loops. These restrictions significantly limit the applicability of the polyhedral model.
Nevertheless, multiple frameworks rely on this model and there are works that have
proposed approaches to relax its restrictions to some extent [31]. PLUTO [38, 39] is
a source-to-source parallelizing compiler, jointly developed by Ohio and Louisiana
State Universities, which is based on the polyhedral model. The main focus of this
tool is the parallelization and locality optimization of affine nested loops. The analysis
in PLUTO is enabled by polyhedral libraries, such as Integer Set Library (ISL) [304]
and PolyLib [316]. OpenMP code generation facilities are also provided in PLUTO.

Par4All [237] is a source-to-source compiler based on the polyhedral model jointly
developed by SILKAN, MINES ParisTech and Institut TÉLÉCOM/TÉLÉCOM Bretag-
ne/HPCAS. Par4All is built on top of the Parallelization Infrastructure for Parallel
Systems (PIPS). Initially, this framework supported OpenMP code generation, and
later it was extended to CUDA and OpenCL to address the heterogeneous era. How-
ever, the development of this framework is not active anymore. Polly [120, 293] is
a recent framework for IR-level polyhedral optimizations jointly developed by IN-
RIA and University of Passau. This framework eventually became part of the Low
Level Virtual Machine (LLVM) compiler infrastructure and it is currently supported
by an active community of developers. Polly was inspired by a former polyhedral
framework called GRAPHITE [242], which was integrated in GNU Compiler Collec-
tion (GCC), being one of the earliest efforts to incorporate polyhedral analyses and
transformations into production compilers. Polly provides facilities for loop optimiza-
tion by means of coarse-grained and fined-grained parallelization (i.e., vectorization),
and for data locality optimizations by means of loop transformations. In addition,
support for GPGPU was recently incorporated [61]. It is worth mentioning that the
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community behind Polly has made important efforts to relax the traditional limita-
tions of the polyhedral model (e.g., supporting reduction operations [79]); thus, im-
proving the applicability of this framework. Polly is a complementary framework to
the work done in this thesis. Therefore, its static analysis facilities have been inte-
grated in the proposed tool flow, as discussed in Section 4.2.2.1.

The polyhedral model has also been used to derive parallel data-flow MoCs from
SANLP in C streaming applications [292]. PNgen [306] is a tool for this purpose,
which is part of the Daedalus design flow developed at Leiden University [274].
This tool transforms SANLPs into the Polyhedral Process Network (PPN) MoC [305],
which is a network of processes that exchange data tokens through First-In First-
Out (FIFO) channels. The PPN MoC is a special case of KPN that is statically ana-
lyzable and allows to perform algebraic transformations according to the polyhedral
model. The resultant PPN is described in the Extensible Markup Language (XML)
format, which is further processed by the rest of the Daedalus design flow.

While loops have been also identified as a challenge for software parallelization,
since the iteration space is unknown at compile time. Early works on while loop par-
allelization focused on generalizing the polyhedral model to support loop nests that
contain this type of loops. Lengauer et al. [171] proposed at the University of Passau
a conservative extension to the polyhedral model in which the execution space and
the termination condition are precisely scanned at runtime. Rauchwerger et al. [253]
at the University of Illinois at Urbana-Chapaign proposed a speculative technique tar-
geting loops containing linked lists. The main drawback of the previous approaches
is their runtime overhead, which limits the effectiveness of these techniques. Paral-
lelization of while loops is also considered in this thesis, as discussed in Chapter 3.

In the commercial domain it is also possible to find tools that aim at helping de-
velopers to identify DLP exploitation opportunities. Parallware [19] is a tool based
on LLVM to assist in parallelization of scientific applications developed by Appen-
tra. The technology behind this tool was originally developed at the University of A
Coruña [20]. The parallelization approach of this framework is based on a hierarchical
classification in which first the code is split into small kernels, and then the data de-
pendencies among kernels are analyzed to identify parallelism. Parallware leverages
multiple classical static compiler analyses, including array analysis, variable scoping
and interprocedural analysis. This tool parallelizes loops either with OpenMP or
OpenACC. The main drawback of Parallware is that it requires manual code refac-
toring to make it manageable by this tool, e.g., by removing global variables, structs
and enums [188]. Compaan Hotspot Parallelizer [62] is another commercial tool de-
veloped by Compaan Design, which is a spin-off of Leiden University. This tool
is built on top of the CoSy compiler framework [22, 198, 202]. Compaan derives a
KPN specification from SANLPs in C programs using the polyhedral model. Then,
the KPN specification is mapped on platforms with GPPs and FPGAs using POSIX
Threads (Pthreads) and the VHSIC Hardware Description Language (VHDL), respec-
tively. However, Compaan does not use performance information to evaluate the
potential of the parallelization opportunities. It is worth mentioning that the original
academic version of the tool takes MATLAB programs as an input [161, 275].
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2.1.2.2 Pipeline Level Parallelism (PLP)

In PLP a given computation within a loop body is broken into a sequence of pro-
cesses (i.e., pipeline stages), which follow a producer-consumer relationship. This is a rel-
evant pattern in embedded systems, since many applications in this domain present
a streaming-based structure [291]. In these applications, there are serially dependent
tasks, such as audio and video encoding and decoding. An interesting characteris-
tic of PLP is that it can be applied to loops with loop-carried dependencies, which
prevent the exploitation of DLP. Therefore, PLP complements DLP for loop paral-
lelization. This thesis also addresses the extraction of PLP in Section 4.3. This section
provides an overview of existing approaches for extraction of PLP.

One of the earliest efforts to exploit PLP in loops is an approach called Decoupled
Software Pipelining (DSWP), which was introduced by Rangan et al. [252] at Prince-
ton University. DSWP specifically targets the optimization of Recursive Data Struc-
tures (RDS), such as linked lists, trees and graphs. It works by dividing RDS loops
into threads for the traversal code (critical path) and for the actual computation (off-
critical path). Then, these threads execute in parallel in a pipelined fashion. Ottoni et
al. [232] proposed an approach to automatically extract DSWP. This approach is based
on a clustering algorithm that tries to find Strongly Connected Components (SCCs)
in a Program Dependence Graph (PDG) [91], which represents the program at the
low-level instruction granularity. The proposed heuristic tries to balance the pipeline
stages by estimating the cycles of each SCC. The approach is implemented on top
of the back-end of the Illinois Microarchitecture Project using Algorithms and Com-
piler Technology (IMPACT) framework [24]. Vachharajani et al. [298] proposed an
extension to DSWP to support Thread Level Speculation (TLS). The idea of this ap-
proach is to improve load balancing by speculating over infrequent dependencies to
avoid restricting instructions to one single thread. Raman et al. [251] further extended
DSWP by introducing a technique called Parallel Stage Decoupled Software Pipelin-
ing (PS-DSWP). The goal of this technique is to improve the scalability of DSWP by
replicating pipeline stages with no loop-carried dependencies to exploit DLP. The
previous DSWP approaches are integrated in a compiler framework called VELOC-
ITY [43]. In addition, further improvements and frameworks based on DSWP have
been proposed [130, 175, 181]. In contrast to VELOCITY, the approach presented in
this thesis for extraction of PLP is not limited to RDS.

Parallelization approaches that require significant involvement by developers have
been also proposed for PLP extraction. Thies et al. [291] presented an approach to ex-
tract PLP based on a semi-automatic profiling technique. In this approach, developers
have to manually group and annotate statements in pipeline stages (similar to Intel
Threading Advisor [135] discussed in Section 2.1.1). Then, using dynamic analysis, it
is possible to build a stream graph, which is presented to developers to understand
the performance of the current pipeline configuration. If this configuration is not sat-
isfactory, developers have to iteratively refine the boundaries of the pipeline stages.
A similar annotation-based approach called Paralax [299], which was developed at
Queen’s University of Belfast and Ghent University. The idea behind Paralax is that
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developers can help compilers to close semantic gaps by providing annotations with
information that can not be inferred statically, such as function properties, memory
access and liveness information of variables and data structures. Using these annota-
tions Paralax first performs a dependency analysis and then extracts pipeline config-
urations from only outermost loops using a DSWP algorithm. The resulting pipeline
configurations are implemented using Pthreads. However, the main disadvantage of
the previous two approaches is that the extraction of PLP is not automated. Tournavi-
tis [295] proposed a semi-automatic profile-driven approach for PLP identification at
the University of Edinburgh. This approach performs a hierarchical extraction of PLP
that allows to identify pipeline configurations that span multiple levels in a loop nest.
Additionally, pipeline stages without inner loop-carried dependencies are replicated
in a similar fashion to PS-DSWP [251]. This hierarchical pipeline extraction technique
operates on the PDG [91], and it is implemented on top of the CoSy framework [22].
The code generation takes place directly in the IR of CoSy and the execution is enabled
by a dedicated runtime system.

Geuns et al. [98] proposed a method for parallelizing while loops jointly devel-
oped by Eindhoven University of Technology, NXP Semiconductors and University
of Twente. This approach consists in creating one task for each function within the
loop body. The communication among tasks is performed through circular buffers
with overlapping windows. Besides being restricted to while loops with function
calls, one important limitation of this approach is that programs have to be written
in the Single Assigment (SA) form [17]. This implies an additional effort for devel-
opers, as they have to manually perform data dependency analysis first and then
source code transformations to the SA form. Cordes [66] proposed a method at TU
Dortmund for PLP extraction in embedded systems based on Integer Linear Program-
ming (ILP). The ILP formulation extracts pipeline configurations from the PDG [91],
which is augmented with performance information used to control the granularity
of the stages. This approach is implemented on top of the MACC framework [245]
and it uses MPSoC Parallelization Assist (MPA) [28] as the code generator, which also
provides a dedicated runtime system to create tasks and synchronization primitives.
Cordes later proposed a multi-objective PLP extraction method based on Genetic Al-
gorithms (GAs) [63]. The idea of this approach is to optimize sequential applications
not only for execution time but also for energy or communication overhead. Unfor-
tunately, these techniques proposed by Cordes were not evaluated on realistic com-
mercial embedded platforms using state-of-the-art parallel programming paradigms.
Furthermore, the main drawback of these approaches is their long analysis times,
which might limit the applicability of these techniques in large production programs.
Unlike these ILP and GA based approaches, in this thesis it was opted for effective
faster heuristics. Moreover, the proposed tool flow was evaluated on commercial em-
bedded platforms, e.g., Android devices.



2.1. Software Parallelization 21

2.1.2.3 Task Level Parallelism (TLP)

In contrast to loop parallelism, TLP is a more irregular pattern in which multiple
tasks perform different computations on the same or on different data sets. Typically,
these tasks are composed by basic blocks, language constructs (i.e., independent if
blocks or loops executed in parallel) or function calls. Therefore, the extraction of
TLP deals with multiple granularities. This pattern is also considered in this thesis, as
Section 4.4 describes. The rest of this section discusses the most relevant approaches
to this thesis for extraction of TLP.

Cordes et at. [68] proposed an automatic TLP extraction approach for embed-
ded systems that is based on ILP. In this approach, an augmented version of the
Hierarchical Tasks Graph (HTG) [100] is used as the IR, which allows to model the
communication between the multiple levels of hierarchy by adding extra nodes for
this purpose. This extension to the HTG makes this IR more suitable for hierarchi-
cal parallelization techniques. The ILP technique proposed by Cordes operates on
the augmented HTG to control the granularity of the generated tasks. However, one
disadvantage of the HTG is that it can not model unstructured code (i.e., it contains
break, return or goto statements). This thesis also takes advantage of the program
hierarchy using another IR called Dependence Flow Graph (DFG) [145, 241], which is
also able to model unstructured code, as discussed in Section 3.4. Cordes et at. [67]
later proposed a multi-objective TLP extraction approach based on GA. However, the
main concern of ILP and GA based approaches is their long analysis times, as dis-
cussed in the previous section.

The extraction of TLP has been also studied in the automotive domain. Kehr
et al. [151, 152, 236] proposed approaches for extraction of TLP at multiple granu-
larities in legacy automotive software described in Automotive Open System Archi-
tecture (AUTOSAR) [25]. This work was jointly developed by DENSO Automotive,
Barcelona Supercomputing Center and Ilmenau University of Technology. AUTOSAR
is a standard for the software architecture of automotive applications. In this stan-
dard, applications are described as a set of elementary code sections called runnables
and a set of tasks, which in turn are clusters of runnables. In [236], the authors first
proposed a framework called RunPar to explore the parallelization at runnable level.
RunPar allows to map runnables within a single task to multi-core Electronic Control
Units (ECUs). RunPar relies on a static timing analysis tool called Open Toolbox for
Adaptive Worst-Case Execution Time Analysis (OTAWA) [29]. This tool provides the
Worst-Case Execution Time (WCET) estimates required to make the mapping deci-
sions. Later, the authors explored the parallelization of AUTOSAR applications at
the task level [152]. This was achieved by introducing a new concept called Timed
Implicit Communication (TIC), which allows to decouple the task communication be-
tween producers and consumers. Subsequently, Kehr et al. [151] proposed a new
concept called SuperTask with the aim of maximizing the amount of runnable level
parallelism in AUTOSAR applications. Compared the previous approaches, the tech-
niques proposed in this thesis aim at a general applicability without being restricted
to one particular application domain.
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2.1.2.4 Recursive Level Parallelism (RLP)

Divide-and-Conquer (DaC) algorithms are an important class of design paradigms,
with a high degree of parallelization potential used to solve a vast set of problems
in multiple application domains [195, 272]. These algorithms are typically imple-
mented in programs with multiple recursion in which functions contain two or more
self-invocations. This implementation strategy allows to recursively break problems
into smaller coordinated sub-problems that are easier to solve. Provided that these
sub-problems are independent, it is possible to exploit a scalable form of nested par-
allelism called RLP. Therefore, multiple research efforts have been directed towards
exploiting parallelism from this class of programs in terms of language support, run-
time systems and compilers. Recent examples of research works for language support
and runtime systems are C++11 templates for DaC algorithms [76] and runtime tech-
niques to control the task granularity [92], respectively. This thesis concerns compiler
technologies for automated extraction of RLP, as discussed in Section 4.5. The rest of
this section reviews relevant frameworks to extract RLP from sequential code.

Multiple research efforts have addressed the parallelization of recursive programs.
The compiler proposed by Rugina et al. [257] is an early work on the parallelization
of DaC algorithms developed at Massachusetts Institute of Technology (MIT). This
approach exploits the fact that DaC algorithms can be decomposed in sub-problems
that access disjoint array regions. This framework relies on multiple analyses from
the SUIF compiler infrastructure [318] to statically reason about the mutual indepen-
dence of recursive call-sites. Finally, this framework generates parallel code using
the Cilk programming paradigm [35], which was originally developed at MIT and
later acquired by Intel [137]. Gupta et al. [121] proposed an automatic paralleliza-
tion approach of recursive procedures developed by IBM and Mobious Management
Systems. In this approach, compile time analysis is complemented by a runtime sys-
tem to perform a speculative parallelization to address spurious data dependencies.
The approach is build on top of the Toronto Portable Optimizer (TPO) [166]. How-
ever, the authors do not discuss the overhead introduced by the runtime speculation
that could limit the effectiveness of the approach. AutopaR [147] is another source-
to-source framework for RLP extraction developed at Bilkent University. This tool
performs static analysis on GCC and its main goal is to parallelize recursive calls in
C code with OpenMP pragmas using parallel sections. However, the authors do not
clarify how the mutual independence of the recursive call site is verified. Further-
more, AutopaR does not address the selection of a proper task granularity, which is
fundamental to achieve a profitable RLP extraction [2, 92].

Interactive frameworks that require important user intervention for parallelizing
DaC programs have been also proposed. The source-to-source compiler called Recur-
sive Programs Automatically Parallelized (REAPAR) [244] is one example, which was
developed by abaXX Technology and GINIT. In this framework the independence of
the recursive call-sites is assumed and not verified, leaving this challenging responsi-
bility to developers. REAPAR performs a profiling run of the input program to collect
information that allows to select a proper parallelization strategy. Then, a code gen-
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erator based on a Perl script that uses pattern matching to add the threading code.
Unfortunately, besides the lack of dependency analysis, REAPAR imposes multiple
restrictions to the input source code that it can handle, which further limits its appli-
cability. In addition, the robustness of the Perl-based code generator is not clear, in
contrast to a typical compiler frontend. Huckleberry [60] is a framework for parallel
code generation from recursive programs targeting distributed memory multi-core
systems, which was developed at Columbia University. The input programs accepted
by this framework must be written using an API called partition, which implies an
important manual effort when existing recursive code has to be ported to this API.
Then, Huckleberry takes the input specification together with a model of the platform
to generate the parallel code using the Cell Software Development Kit (SDK) to target
the QS20 Cell Blade platform [207]. Similarly, Ariadne [193] is a framework in which
the developer has to insert directives to tell the compiler where and how to paral-
lelize recursive programs. This framework was jointly developed by the University
of Ioannina and ETH Zurich. Ariadne produces parallel code in Pthreads, OpenMP,
Cilk or in a model called Self-adaptive Virtual Processor (SVP) [143]. Compared to
the previous works, the approach proposed in this thesis for RLP extraction, automat-
ically verifies mutual independence of recursive call-sites and performs a profitability
analysis to select a proper parallelization strategy to achieve a good load balancing
and a low task management overhead.

2.1.2.5 Multiple Patterns

In general, DLP has been one of the most studied patterns in the domain of frame-
works for software parallelization. However, as discussed in the previous sections,
other prominent parallel patterns can be extracted from sequential code to maximize
its optimization opportunities for multi-core systems. Therefore, this section reviews
parallelization approaches that consider more than one parallel pattern.

One example of these frameworks is the MPSoC Application Programming Stu-
dio (MAPS) [4, 51, 52, 53, 269], developed at the RWTH Aachen University. This is the
most relevant work to this thesis, as the tool flow proposed in this thesis originates
from the MAPS project. This framework was introduced by Ceng et at. [53, 54] based
on a clustering algorithm to extract TLP from sequential code called Constrained Ag-
glomerative Hierarchical Clustering (CACH). The granularity at which the CACH
algorithm extracts tasks is called Coupled Block (CB), which is a schedulable and
tightly coupled code section. This algorithm operates on an IR called Weighted State-
ment Control Data Flow Graphs (WSCDFG), which is built using static and dynamic
analysis. The WSCDFG also includes performance information annotations. Unfor-
tunately, the performance estimation technique used in this framework is based on a
very simple and inaccurate approach that relies on cost tables provided by a platform
model. In addition, parallel code generation has to be manually performed by de-
velopers. Later, Castrillon [51, 52] proposed extensions to MAPS that lead to evolve
this framework into two main tool flows: a sequential flow for parallelism extraction
and a parallel flow for mapping KPN applications. The sequential flow is the one rel-
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evant to this thesis. This tool flow is an extension to the initial parallelization tool
flow proposed in [53] in which pattern-driven parallelization heuristics were incorpo-
rated to extract TLP, DLP and PLP. Also, a limited experimental code generator was
added just for verification purposes to emit a combination of Pthread and Message
Passing Interface (MPI) code, together with hints to help in the manual migration of
the input C program into a CPN parallel specification [269]. However, the proposed
pattern-driven heuristics present important limitations that impact their effectiveness.
The DLP is not able to identify private variables and reduction patterns present in
many loops, which results in missing many profitable optimization opportunities. In
addition, the arrays are seen by the DLP heuristic as monolithic objects for which it is
not possible to analyze their iteration space in detail. Therefore, it is only possible to
apply this heuristic to trivial loops. Regarding the PLP heuristic, this technique is not
able to exploit multi-level pipelines, nor stage replication. Finally, the TLP heuristic
is based on a simple As Soon As Possible (ASAP) scheduling, which only operates
on the first level of the functions (i.e., it is not able to extract TLP in nested code
regions). Furthermore, the sequential flow of MAPS is not able to decide which core
type is more suitable for a given code region (i.e., is not able to optimize code for
heterogeneous platforms). Finally, this framework was only evaluated with synthetic
benchmarks and platforms. Compared to the sequential flow of MAPS, in this thesis
more effective heuristics are proposed; new patterns are targeted; an accurate multi-
grained performance estimation approach is proposed; heterogeneous platforms are
supported by means of heuristics for automatic accelerator offloading; and automatic
code generation facilities are provided for multiple programming paradigms that al-
low to apply the proposed tool flow to a wide range of commercial embedded devices.

Edler Von Koch [84] proposed an approach for the detection of algorithmic skele-
tons in sequential code developed at the University of Edinburgh. Algorithmic skele-
tons [59] are concrete implementations for a given domain, language, model or plat-
form that enable the realization of high-level parallel patterns (e.g., DLP and TLP) [103,
262]. The approach is based on the commutativity analysis of code regions to detect
algorithmic skeletons. The key idea behind this approach is to reorder code regions
(e.g., function calls, loops, among others) and verify if the output of the program is
still correct. If this is case, the regions are commutative, and therefore concurrent.
However, the commutativity property does not guarantee parallelism and it can not
be applied to extract PLP. The skeleton detection is based on two phases: (i) the
skeleton candidates are statically detected and (ii) the commutativity of the regions is
evaluated at runtime. The proposed approach only produces a report of the detected
commutative regions. It is left to developers or subsequent tools to make conclusions
about the actual parallelism opportunities and to generate the parallel code. Besides
the previous limitations, the authors acknowledge that dynamic community testing of
code regions is to some extend a brute-force approach, which implies various issues.
One fundamental issue is the risk of combinatorial explosion due to the potentially
large number of possible code permutations. In addition, compared to this approach,
in this thesis the focus is on detecting high level parallel patterns rather than on spe-
cific pattern implementations.
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Sambamba [278] is a framework for on-line adaptive parallelization developed
at Saarland University. This framework is divided into two components: a compile
time part that finds the best parallelization candidate for each function in a program
using PDG [91] as the IR and ILP as the analysis approach; and a runtime part that
continuously collects dynamic information, such as the load of the system and the
utilization of the task queues, to adaptively decide which version of each function
to execute (i.e., sequential or parallel). The parallel version is speculatively executed.
Sambamba accepts C and C++ programs, implicitly exploits DLP and TLP and is
implemented on top of LLVM. Just-In-Time (JIT) is used to compile and attach the
selected version to a running program. Sambamba presents various limitations: it is
based on a flow-insensitive analysis that results in inaccuracies when verifying the
independence of memory accesses; the dependence analysis used in this framework
can not handle properly regular data structures (e.g., arrays) and recursive functions.

DiscoPop [176, 177] is a parallelization framework for homogeneous platforms
jointly developed by the German Research School for Simulation Sciences, RWTH
Aachen University and TU Darmstadt. This framework is divided into three phases.
In the first phase, information about control and data flow of the program is ex-
tracted using static and dynamic analyses. Then, during the second phase parallelism
is extracted using the concept of Computational Units (CUs) as the minimum gran-
ularity for building tasks, which is a similar concept to CBs introduced in the MAPS
framework [53] previously discussed. A CU is a set of instructions that follow a read-
compute-write pattern. DiscoPop builds a CU graph using the concept of CUs and
the information about data dependencies among them. Based on the CU graph, this
framework applies techniques (e.g., SCCs) to extract multiple forms of parallelism.
Finally, DiscoPop generates a report in which the parallelization opportunities are
ranked using instruction coverage (a simplistic performance model), local speedup,
and CU imbalance as metrics. However, it is the responsibility of the developers to
interpret the report and implement the parallel code. Compared to DiscoPop, the
tool flow proposed in this thesis evaluates the parallelization opportunities not only
locally but also globally on the scale of the whole program. In addition, the approach
proposed in thesis supports heterogeneous platforms and provides facilities for auto-
matic code generation.

One example of a commercial tool supporting multiple patterns is Pareon [301]
from Vector Fabrics. This tool follows an interactive approach similar to the Threading
Advisor from Intel. Pareon is based on a three-step process: (i) insight, (ii) investigate
and (iii) implement. In the insight step information about performance, dependencies
and memory accesses in C/C++ programs is presented to the developers. Then, the
parallelization opportunities following multiple patterns and its performance impact
are interactively identified by the developers. Finally, during the implementation step,
Pareon provides recipes to help the developers in the process of manually parallelizing
the programs. Pareon is complemented with a C-based library called vfTasks [302],
which allows to implement parallel tasks. Unfortunately, Pareon is not commercially
available anymore [87].
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2.2 Software Distribution

The need for specialization in the embedded domain motivated the introduction of
heterogeneous platforms in which computationally intensive workloads can be more
efficiently processed by dedicated cores. However, heterogeneity further increases the
programming complexity of embedded systems. While software parallelization in the
multi-core era is still an open research issue as previously discussed in this chapter, in
the heterogeneous era new frameworks and techniques for software distribution are
required to address the introduced challenges. In the embedded domain, one form of
software distribution is the mapping and scheduling of parallel dataflow MoCs, which
has been an active research area for many years. In dataflow MoCs, programs are
described as a network of processes that communicate through FIFO channels. Two
prominent examples of these MoCs are KPN [99] and SDF [168]. There is a multitude
of frameworks for mapping and scheduling of dataflow MoCs [27, 48, 50, 51, 52, 101,
238, 240, 290]. However, these frameworks assume that the input program is already
parallelized in one of these dataflow MoCs. Techniques for mapping and scheduling
of dataflow MoCs are out of the scope of this thesis. Instead, the focus of the proposed
tool flow here is to provide general techniques for software distribution starting from
sequential programs, which is a less studied area. The approach proposed in this
thesis for software distribution is presented in Chapter 5. The rest of this section
describes relevant approaches for software distribution.

Cordes [70] proposed parallelization approaches to exploit PLP and TLP on hete-
rogeneous MPSoCs, which were developed at TU Dortmund. This author proposed
two different approaches for extraction of PLP for heterogeneous systems [64, 65].
One is a single-objective approach based on ILP in which the program is modeled
using the PDG IR [91]. The other one is a multi-objective approach based on GAs in
which the program is also described using the PDG IR. Similarly, Cordes [69] pro-
posed a single-objective and a multi-objective approach for exploitation of TLP on
heterogeneous platforms based on ILP and GAs, respectively. As previously dis-
cussed, the major concern of this approach is their long execution time, which limits
their applicability. Moreover, their evaluation was performed on a synthetic platform,
which is based on processors of the same ISA but running at different frequencies.

Multiple speculative approaches have been also proposed to exploit DLP on GPUs.
Paragon [264] is a framework to run possibly data parallel loops in sequential pro-
grams on GPUs, jointly developed by the University of Michigan and Microsoft Re-
search. This framework is divided into one offline static compilation phase and one
runtime kernel management phase. During the offline phase possible data-parallel
loops are identified and CUDA code is generated for them. Then, during the run-
time phase the candidate loops are speculatively executed on a GPU using a kernel
management unit. If a data dependency violation is detected at runtime, then the exe-
cution of the loop is transferred to the Central Processing Unit (CPU). Similarly, Wang
et al. [310] proposed a tool flow for speculative loop execution on GPUs, which was
developed by the Lancaster University and University of Edinburgh. This tool flow is
divided into a compile time phase and a runtime phase. At compile time potentially
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parallel loops are detected using static and offline profiling dependence analyses. For
the detected candidates OpenCL code is generated. Then, at runtime, data depen-
dencies are checked to detect violations. A competitive scheduling scheme is used to
recover from dependence violations in which a sequential version of the program is
simultaneously executed on a single CPU. If a violation is detected, the speculative
version on the GPU is aborted and the final result is taken from the sequential version
running on the CPU. However, the previous speculative frameworks present various
limitations. During the detection of loop candidates these frameworks do not per-
form a cost-benefit analysis to guarantee a profitable execution on GPUs. Moreover,
the offloading overhead is not considered to select candidate loops. The authors in
[310] confirm this argument, since they report slowdowns using the previous frame-
works. In addition, another disadvantage of speculation based approaches is their
associated runtime overhead. Wang et al. [310] report a speculation overhead from
15% to 60%, with an average of 28% across the benchmarks considered. Compared to
the previous frameworks, the software distribution techniques proposed in this the-
sis perform cost-benefit analyses to ensure a profitable execution on heterogeneous
systems. Furthermore, these techniques perform off-line analysis, and thus avoiding
expensive runtime overheads.

Optimally Scheduled Advanced Multiprocessor (OSCAR) [125, 150] is a paral-
lelizing compiler for low power multi-core systems developed at Waseda University,
which has been deployed in the industry [231]. The key idea behind OSCAR is to
decompose a program into coarse grained code regions called macro-tasks (e.g., basic
blocks, loops or functions) from which a graph is built, which is later analyzed in or-
der to discover DLP or TLP. For the identified parallelization opportunities, OSCAR
generates an intermediate parallel code in the so-called OSCAR API, which is in turn
translated into runtime library calls (e.g., Pthreads) or into OpenMP directives. In
addition, this compiler also takes advantage of the idle times to reduce power using
techniques, such as clock gating and Dynamic Voltage and Frequency Scaling (DVFS).
OSCAR was initially developed for homogeneous SMPs [150] and then it was exten-
ded to target heterogeneous systems [125]. However, OSCAR presents two important
limitations in terms of productivity: (i) the input code must be manually re-written
in Parallelizable C [192], which is a set of coding rules to make the code friendly to the
compiler and (ii) for heterogeneous platforms developers have to manually insert hint
directives to instruct the compiler to which accelerator a given code region should be
offloaded. In contrast to OSCAR, the tool flow proposed in this thesis does not require
any type of code refactoring of the input program and for heterogeneous platforms is
able to automatically select a proper accelerator for a given code region.

It is worth mentioning that multiple frameworks have been proposed to migrate
parallel code written for homogeneous systems (e.g. OpenMP) into heterogeneous
systems. OpenMP extended for CUDA (OpenMPC) [170] is a framework to translate
OpenMP into CUDA. The main goal of this framework is to provide a programming
interface that abstracts the complexity of CUDA using high-level OpenMP compiler
directives. For this purpose, OpenMPC proposes additional directives and environ-
ment variables to extend OpenMP for CUDA-specific optimizations. Similarly, Wang



28 Chapter 2. Related Work

et al. [309] proposed a framework to translate existing OpenMP into OpenCL to target
GPU based platforms. This approach makes use of machine learning to select loops
that are good candidates for GPU offloading and loops that should stay parallelized
with OpenMP on the host multi-cores. Unlike these approaches where developers
need to identify software parallelization and distribution opportunities, the tool flow
proposed in this thesis performs these optimizations without user assistance.

2.3 Synopsis

This chapter presented a review of related work in the area of automatic software
parallelization and distribution. A summary of frameworks and approaches that take
as input sequential programs is presented in Table 2.1, which considers multiple as-
pects and features to compare them. The first aspect is whether the tool is academic
or commercial. As previously discussed, some of the frameworks considered in this
chapter started as academic projects and then eventually evolved into commercial
products. The domain to which the frameworks are targeting is also presented. The
column basis refers to the framework upon which each approach is built. Typically,
the basis is a well-established compiler framework (e.g., LLVM) or a profiler (e.g.,
Valgrind). The column platform model indicates whether or not frameworks use a
model of the target platform to tailor the optimizations. The column program analysis
refers to the approach used to extract information about programs, which could be
static, dynamic or hybrid. The table also presents whether or not frameworks use
performance information to perform a cost-benefit analysis of the identified optimiza-
tion opportunities to assess its potential. The column main approach describes the key
method used to discover parallel patterns and to distribute code regions on hetero-
geneous platforms. In addition, the table presents which frameworks have support
for heterogeneous platforms. Finally, the last column enumerates the programming
paradigms for which frameworks are able to generate parallel code either automat-
ically or semi-automatically by means of high-level hints for developers. However,
some frameworks do not provide code generation facilities, then they are marked
with none in this column. Based on the discussion presented in this chapter and the
summary presented in Table 2.1 it is possible to draw multiple conclusions regarding
existing work on software parallelization and distribution of legacy sequential code
for heterogeneous multi-core systems:

• The majority of the frameworks target the HPC domain and thus do not consider
particular characteristics of embedded devices. Moreover, only few frameworks
make use of a platform model to tailor the software parallelization and distribu-
tion optimizations to a particular target system.

• Multiple approaches impose strict restrictions on the input source code to make
it easier to handle. However, this strongly limits the applicability of these ap-
proaches. Furthermore, in some cases this implies an error-prone manual refac-
toring of the sequential programs to enable them for a given framework.
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• The use of dynamic information for program analysis is a widely accepted tech-
nique to replace or complement static information, which is more conservative
and presents important limitations particularly for software parallelization. Dy-
namic analysis enables more optimistic and effective parallelization approaches.

• Few frameworks use accurate performance information to enable a cost-benefit
analysis to assess the potential of the discovered optimization opportunities.

• The majority of the frameworks focus on one specific parallel pattern (e.g., DLP).
However, software parallelization frameworks should explore multiple forms of
parallelism to increase its applicability and effectiveness.

• Although we are currently in the heterogeneous era as discussed in Chapter 1,
the majority of the frameworks focus only software parallelization approaches
targeting homogeneous platforms. Moreover, the few frameworks that address
heterogeneity focus only on GPUs. However, in the embedded domain frame-
works should be able to support an increasing diversity of processing elements
beyond GPUs (e.g., DSPs).

• There is still a large number of frameworks that follow interactive and semi-
automatic approaches that leave significant productivity gaps in the process of
software parallelization and distribution, as they have to be addressed manu-
ally by developers. These gaps include manually extracting parallel patterns,
selecting regions to be offloaded to accelerators in heterogeneous platforms and
generating the parallel code.

• Some frameworks use speculation as their main method for software paralleliza-
tion and distribution. However, this approach implies a significant overhead that
outweighs the performance improvements achieved by the optimizations. This
is even more critical in the embedded domain, especially for real-time systems
that must meet strict deadlines. Therefore, runtime optimization approaches
such as speculation are not well suited for this domain.

• Most of the frameworks targeting the embedded domain are evaluated only
on synthetic platforms. However, for a solid assessment of the applicability,
frameworks should be evaluated on real commercial platforms in which the
non-idealities of parallel and heterogeneous systems come into play.

The tool flow proposed in this thesis takes into account the previous observations.
It integrates key aspects for an effective software parallelization and distribution into
a single unified framework in which (i) a platform model allows to tailor the opti-
mizations to the target system; (ii) the program analysis is based on both static and
dynamic information; (iii) performance information is used to assess the potential
of optimizations; (iv) four different parallel patterns are extracted; (v) heterogeneous
platforms are supported; and (vi) parallel code is generated in widely used program-
ming paradigms. In addition, the tool flow has been evaluated on relevant commercial
platforms. This tool flow is discussed in detail through the following chapters.
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