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Abstract
Each of the popular tensor frameworks from the machine learning domain comes with its own language for expressing tensor kernels. Since these tensor languages lack precise specifications, it is impossible to understand and reason about tensor kernels that exhibit unexpected behaviour. In this paper, we give examples of such kernels.

The tensor languages are superficially similar to the well-known functional array languages, for which formal definitions often exist. However, the tensor languages are inherently imperative. In this paper we present TeIL, an imperative tensor intermediate language with precise formal semantics. For the popular tensor languages, TeIL can serve as a common ground on the basis of which precise reasoning about kernels becomes possible. Based on TeIL’s formal semantics we develop a type-safety result in the Coq proof assistant.

CCS Concepts • Software and its engineering → Semantics; Domain specific languages.

Keywords tensor frameworks, tensor kernels, tensor expressions, formal specification, formal proof, Coq

1 Introduction
In recent years, many frameworks have appeared that support the development of applications in which tensors are the central data structures [2, 3, 5, 16, 18, 19, 26, 27, 30]. Most of these frameworks target the machine learning domain, and one main motivation for using such a framework is the promise of an easy route to efficient application deployment on parallel and heterogeneous platforms. Each framework typically comes with its own programming language, a tensor language designed specifically for expressing tensor kernels.

Tensors are multi-dimensional arrays for which certain natural collective (viz. global) operations are defined. Collective operations can be expressed without explicitly indexing into an array or tensor. Prominent examples of collective operations are (1) element-wise arithmetic and (2) the reduction of a tensor along a given dimension. Writing programs with collective operations, as is possible for many relevant tensor kernels in the machine learning domain, has advantages for program analysis and code generation: the absence of explicit indexing eases analyses and can thus help with parallelization, and optimization in general.

Superficially, tensor languages have much in common with array languages. There is, however, one fundamental difference between the array languages from the literature [9, 12, 13, 15, 22, 23, 25] and the tensor languages from recent frameworks: while most array languages are functional, the tensor languages are inherently imperative. This is mostly unsurprising for two reasons. First, many of the tensor languages appear to be, at least syntactically, dialects of Python. Second, many commonly used platforms for heterogeneous computing are directly programmable through (relatively low-level) imperative languages.

While typed functional languages generally enjoy type-safety properties, which have been re-stated and proven for functional array languages [9, 24, 29], to the best of our knowledge, no results on type-safety have appeared for imperative tensor languages. Of a type-safe imperative tensor language one would expect that no out-of-bounds accesses occur during the execution of a well-typed tensor kernel. This can of course be ensured by inserting dynamic bounds checks [11, 12, 22]. Indeed, when arbitrary expressions are allowed as indices into tensors, the absence of out-of-bounds accesses is impossible to establish statically. However, when
only collective tensor operations are allowed, static type-safety should hold.

In this paper we propose TeIL, a Tensor Intermediate Language that is imperative and type-safe, in the sense that there are no out-of-bounds accesses in well-typed TeIL programs. TeIL is intended to be a smallest common denominator of recent imperative tensor languages, and of newly emerging ones. As such, we do not expect that all programs that can be expressed in any of the commonly used tensor languages can also be expressed in TeIL. Instead, successfully lowering a tensor kernel to TeIL should be considered a guarantee that executing the kernel does not cause out-of-bounds accesses.

Although we have implemented the generation of low-level C code from TeIL, we do not suggest that TeIL should replace existing code generators in tensor frameworks. Instead, as Figure 1 illustrates, TeIL can be used to guard existing code generation processes whenever a guarantee of type-safety is needed, for example in safety-critical applications such as autonomous vehicles or in security-sensitive processing of customer or patient data.

Establishing type-safety for TeIL, of course, requires that the language be formally specified, which makes TeIL attractive to users and implementers of tensor languages alike. Users can unambiguously reason about tensor kernels in terms of TeIL’s semantics. Implementers can use TeIL as a tool for quality assurance: if a kernel written in a tensor language can be lowered to TeIL but is not accepted by the original language processor, this may hint at a bug in the language processor. This may of course also be due to a mismatch between the semantics of the original tensor language and TeIL. We will see examples of practically relevant kernels that can be expressed in TeIL but that exhibit unexpected behaviour when processed within the tensor framework in which the kernels were originally implemented.

The specific contributions of this paper are as follows.

1. We show that commonly used tensor languages suffer from a lack of clarity as far as their semantics are concerned. This is evidenced by tensor kernels whose semantics should be in general agreement with their implementation language but that are rejected by the language processor. (Section 2.)
2. We give a formal specification for the TeIL language, including unambiguous definitions for common tensor operations such as, e.g., reduction or the tensor product. The previously introduced problematic kernels can be expressed correctly in TeIL. (Section 3.)
3. We formally establish, in the Coq proof assistant [28], type-safety for a core of TeIL. While slightly less flexible, the core language can express the same programs as full TeIL. (Section 4.)
4. TeIL can be used effectively as an intermediate language in code generation. To demonstrate this, we have implemented an operator language that is lowered to TeIL, which in turn is lowered to C. (Section 5.)

Our formal development in Coq and the implementation of our operator language are publicly available.²

2 Kernels with Unexpected Behaviour

In this section we study a number of tensor kernels, implemented in the following frameworks: The Tensor Algebra Compiler (TACO), TVM, and Tensor Comprehensions (TC).³

For the given kernels either the behaviour of the language processor or that of the generated executable kernel code differs from what the user would expect. In the absence of precise specifications for tensor languages, the user’s expectations can only be based on how a tensor framework reacts to similar kernels or on the typical behaviour of natural tensor operations.

2.1 The Tensor Algebra Compiler (TACO)

The TACO [16] documentation includes the tensor kernel reproduced in Figure 2a. The symbol \( B \) denotes a three-dimensional tensor that is multiplied with the vector \( C \). The result is a matrix \( A \) that is indexed with \( i \) and \( j \). This binds occurrences of \( i \) and \( j \) on the right-hand side, and thus leaves \( k \) the only free index on the right-hand side. TACO employs the convention that free indices are summed over. Hence, the assignment in Figure 2a expresses the mathematical formula

\[
A_{ij} = \sum_{k=1}^{n} B_{ijk} C_k.
\]

This is meaningful only if the size of the vector \( C \) and the size of the third dimension of \( B \) (both of which are indexed by \( k \)) are both equal to \( n \). The sizes of tensor dimensions are specified in the declarations of tensors,

³ The following versions are used:
TACO (https://github.com/tensor-compiler/taco) commit afbd65c8b9;
TVM (https://github.com/dmlc/tvm) commit 16abe31c92;
TC (https://github.com/facebookresearch/TensorComprehensions) commit 220b590264.
A(i,j) = B(i,j,k) * C(k)      A(i,j) = B(i,j,k) * C(i)      A(i,j) = B(k,j,i) * C(i)
(a) Tensor-vector multiplication.       (b) Summation over index k.       (c) Indices of B permuted.

Figure 2. Tensor assignments and expressions in TACO.

\[
m, n = \text{tvvm.var('m')}, \text{tvvm.var('n')}
\]
\[
h = \text{tvvm.var('h')}
\]
\[
A = \text{tvvm.placeholder((m,h), name='A')}
\]
\[
B = \text{tvvm.placeholder((n,h), name='B')}
\]
\[
k = \text{tvvm.reduce_axis((0, h), name='k')}
\]
\[
C = \text{tvvm.compute((m, n), lambda y, x: tvm.sum(A[k, y] * B[k, x], axis=k))}
\]

(a) Incorrect declarations of the dimensions of A and B.

\[
m, n = \text{tvvm.var('m')}, \text{tvvm.var('n')}
\]
\[
h = \text{tvvm.var('h')}
\]
\[
A = \text{tvvm.placeholder((h,m), name='A')}
\]
\[
B = \text{tvvm.placeholder((h,n), name='B')}
\]
\[
k = \text{tvvm.reduce_axis((0, h), name='k')}
\]
\[
C = \text{tvvm.compute((m, n), lambda y, x: tvm.sum(A[k, y] * B[k, x], axis=k))}
\]

(b) Correct declarations of A and B.

Figure 3. Transposed matrix multiplication in TVM.

\[
def \text{fun(float(m) B, float(m) C) -> (A) { A(i) = B(i) A(j) += C(j) }}
\]

(a) Implementation rejected by TC.

\[
def \text{fun(float(m) B, float(m) C) -> (A) { A(i) = B(i) A(i) += C(i) }}
\]

(b) Implementation accepted by TC.

Figure 4. Element-wise incrementing in TC.

which we have omitted in Figure 2. If there is a mismatch in the sizes of dimensions that are summed over, TACO rejects the kernel and issues an appropriate error message.

In the kernel in Figure 2b, the index i occurs twice on the right-hand side but is bound and hence not summed over. It is still checked that the sizes of the dimensions indexed with i match. The index k is free and hence summed over. However, since k occurs only once, no check is needed for the dimension indexed with k.

The kernel in Figure 2c is arrived at by permuting the indices of B. The expectation is again that the free index k should be summed over. However, TACO apparently loops endlessly when compiling the kernel in Figure 2c, producing neither output nor error messages. Since the kernel can be given a meaning that seems to be in agreement with TACO’s semantics, it is likely that the looping is caused by a bug in the implementation of TACO. However, it is equally likely that the user’s intuitive understanding of TACO’s semantics is incomplete and that the kernel should indeed be rejected.

2.2 TVM

A recent publication on the TVM deep learning compiler stack [5] includes an example kernel for the transposed multiplication of matrices A and B, which is reproduced in Figure 3a. The matrix C that is computed by this kernel can be expressed mathematically as \( C = A^T B \).

While the lambda expression in the definition of C performs the correct summation over the index k, the sizes of the dimensions of A and B appear to have been swapped.

The first dimension of A has size m, and the first dimension of B has size n. However, in computing C, these dimensions are traversed with the index k that ranges from zero to h. If h is large compared with m, n, evaluating C produces an out-of-bounds memory access that results in a segmentation fault. Almost worse, when h is not large enough to cause a segmentation fault, the lambda expression in the definition of C silently computes incorrect results.

From this behaviour it is clear that TVM does not check the dimensions of tensors against the variables used to index them. This is somewhat surprising, given that TVM does check the dimensions of tensors that are given as input to compiled kernels when the kernels are executed.

The corrected version of the transposed matrix multiplication is given in Figure 3b. The only change from Figure 3a is in the order of the sizes of the dimensions with which A and B are declared. There is of course a possibility that the kernel in Figure 3b is not in fact what the user had intended. Nonetheless, it remains unsafe to execute the kernel in Figure 3a, and the user would benefit from this being detected.

2.3 Tensor Comprehensions (TC)

The Tensor Comprehensions (TC) framework [30] accepts all of the tensor kernels given so far, and the semantics are aligned with the user’s expectations. In particular, TC circumvents out-of-bounds accesses in the kernel in Figure 3a. This is due to the range inference algorithm that TC employs to determine the ranges of indices used in tensor expressions. Whenever TC can successfully infer ranges, it does
We have seen that mismatches between the expected and the actual behaviour of tensor kernels occur even for very simple kernels, and are not limited to only a single tensor framework. Without precise specifications for tensor frameworks, especially for machine learning applications that run in the data centre and, increasingly, also on embedded devices [1, 5], TeIL, as a formally specified and type-safe language, attempts to introduce more clarity into the reasoning about the behaviour of tensor kernels.

TeIL is designed to express typical tensor kernels that consist of sequences of assignments of tensor expressions to tensor variables, where expressions are formed from collective tensor operations. As an intermediate language, TeIL resides at a fairly low level of abstraction. However, as we introduce the details of the TeIL language, including formal semantics, in this section, we will also see that TeIL can in fact be used flexibly at different abstraction levels.

3 Syntax

Figure 5 gives the syntax of TeIL. For any entity $z$, we use $\overline{z}$ to denote a sequence of similar entities. Thus, a program consists of a sequence of allocations, followed by a sequence of statements. Using the keyword alloc, an allocation declares a tensor variable $x$ of type $i$. The type of a tensor is a (finite) list of natural number literals $i$, in brackets. The natural numbers in the list are the sizes of the dimensions of the tensor $x$. Collectively they determine the shape of $x$. Throughout this paper, natural numbers start from one (not zero), and we denote this set of natural numbers as Nat. As a consequence, dimensions of tensors cannot be empty.

Note that a scalar variable $s$ is declared as an allocation $\text{alloc} s : [\text{]}$, i.e. a scalar is a tensor with type the empty list.

A statement assigns an expression $e$ to a tensor variable $x$. Expressions in TeIL are formed with built-in operations, the meanings of which are explained in Section 3.3.

As can be seen from the examples in Section 2, the typical tensor kernels that TeIL should be capable of expressing do not necessarily contain explicit control flow. Therefore, the TeIL language also does not include explicit control flow constructs. Note, however, that implicit control flow is present in typical tensor kernels, and also in TeIL, in the form of iterations over the index domains of tensor variables.

For similar reasons, TeIL does not allow user-defined functions. As a relatively low-level imperative language, TeIL ought not admit higher-order functions. The language can easily be extended with first-order functions by introducing, for example, global labels and jumps. Alternatively, every TeIL program can be considered a function in its own right, provided that some allocations are marked as function arguments and return values. In this situation, considerations of type-safety reduce to the treatment in the present paper. Hence we omit further discussions of functions in TeIL.

Note that marking some allocations as inputs or outputs of a tensor kernel, similar to function arguments and return values, is required to pass data into and out of TeIL programs. The passage of data is of course necessary in order to make a TeIL program perform computations that are useful to the outside world. However, for discussions of type-safety it is irrelevant where the data for allocations comes from. We therefore omit input and output markers from the presentation of TeIL in this paper.

$^4$The notation $i$ is a minor deviation from our convention that overlined entities denote sequences. By $i$ we mean a list of entities $i$ (natural number literals), enclosed in brackets. It is best to think of $i$ as special notation for lists of natural numbers.

### Syntax of TeIL programs.

```
program ::= alloc stmt
alloc ::= alloc x : i
stmt ::= x = e
     ::= x[e] | add e | mul e | prod e [red, i] | transpi i e |
     ::= diag i e | expai i e | proj i e
ι, κ ::= [i, . . . , i]
```

Figure 5.
3.2 Memory Model

Through the use of the alloc keyword, every memory allocation in TeIL is associated with a unique name: the same name may not be used again for another allocation. In TeIL’s memory model, a name identifies a map from a list of indices \( \kappa \), i.e. a list of natural numbers, to a fixed target domain of numbers, typically floating-point numbers in applications involving tensors. We denote the target domain as \( \mathbb{D} \). Thus, every name \( x \) declared in an allocation is bound to a map such that \( x(\kappa) \in \mathbb{D} \), provided the map is defined for indices \( \kappa \). For most indices, this map will in fact not be defined: if \( x \) is declared with alloc \( x : i \), then \( x(\kappa) \) is defined precisely if \( \kappa \leq i \), where lists are compared element-wise. The purpose of TeIL’s type system, introduced in Section 3.4, is to ensure that, even inside complex tensor expressions, allocations are never accessed at indices for which they are not defined.

The collection of maps that are declared in the allocations of a TeIL program are stored in the memory \( \mu \). An allocation is retrieved from \( \mu \) by its name, i.e. the name \( x \) from the previous paragraph refers to the object \( \mu(x) \). Thus, the memory \( \mu \) is a function with the signature

\[
\mu : \text{Name} \rightarrow (\text{list of Nat}) \rightarrow \mathbb{D}.
\]  

We usually omit parentheses when evaluating functions at arguments, i.e. \( \mu(x) \) is written as \( \mu x \), and \( \mu(x)(\kappa) \) as \( \mu x \kappa \).

Updating memory means that \( \mu \) is replaced with a new function \( \mu' \). The smallest possible update changes the value of \( \mu \) at a fixed name \( y \) and indices \( \eta \), i.e.

\[
\mu' x \kappa = \begin{cases} 
  \bar{r}, & \text{if } x = y \text{ and } \kappa = \eta \\
  \mu x \kappa, & \text{otherwise}
\end{cases}
\]

where \( r \in \mathbb{D} \). From this it is clear that in TeIL’s memory model there is no aliasing between distinct names.

The described memory model is purposefully abstract. By keeping the memory model abstract, the type-safety of TeIL can be carried over to any lower-level language that is obtained from TeIL by picking a concrete implementation for the memory \( \mu \) from Equation (1). In particular, TeIL can be used to reason about tensor kernels in frameworks and languages that are built on different memory models. Note that while most frameworks assume a dense layout of tensors in memory, TACO allows mixing of densely and sparsely laid out dimensions even within the same tensor.

It has recently been pointed out that incompatibilities of memory models can be a major source of performance problems when translating between array languages [23]. To avoid incompatibilities when translating to and from TeIL, the abstract memory \( \mu \) can be instantiated with a suitable concrete implementation. This mechanism enables the use of TeIL at different levels of abstraction.

3.3 Tensor Expressions

According to Figure 5, expressions in TeIL are formed by combining variables \( x \), parentheses, and the collective operations add, mul, ..., proj. Some operations also require integer literals \( i \) as arguments. Figure 6 specifies the evaluation semantics of expressions in a denotational style. As the signature of the double bracket in the top-left corner of Figure 6 indicates, expressions are evaluated in a static context (\( \Gamma \)), a memory (\( \mu \)), and at a list of indices of natural numbers. As before, lists of natural numbers are generally denoted by \( i \). To be precise, the symbol \( i \) in Figure 6 should be thought of as a meta-variable (and not as a list of syntactic entities, as in Figure 5).

The definitions for some expressions in Figure 6 require that indices be made more explicit, i.e. that lists \( i \) be expanded into their elements. In this case we enclose lists of natural numbers in pairs of (single) brackets. An example of this appears in the definition of the transposition operation transpose that swaps the indices \( j_i \) and \( i_i \) at positions \( i_0 \) and \( i_1 \) in the list \( j_{i_1}, \ldots, j_{i_k} \). Here, again, the indices \( j_1, \ldots, j_k \), and also \( i_0 \) and \( i_1 \), are meta-variables that stand in for concrete natural numbers from Nat.

The definition of the operation diag also employs an expanded list of indices \( j_{i_1}, \ldots, j_{i_k} \) to express that the diagonal is taken of the argument expression \( e \) along the dimensions at positions \( i_0 \) and \( i_1 \). The expa operation expands an expression \( e \) along the dimension at position \( i \), i.e. for any value of the index at position \( i \), \( \expa i n e \) takes the same value as \( e \). The projection proj, in a sense, is the inverse operation of expa: it projects an expression \( e \) onto the slice at fixed index \( m \) for the dimension at position \( i \).

The operations add, mul are defined element-wise, except that mul also denotes multiplication of a tensor expression \( e_t \) with a scalar \( e_s \). In the definition of the tensor product prod, sometimes also referred to as the outer product, we use the symbol \# to denote the concatenation of two lists of indices. The operation red computes the reduction of an expression \( e \) by summing the slices of \( e \) along the dimension at position \( i \). Other reduction operations, e.g. product, minimum, maximum, are defined analogously.

Finally, evaluating a variable \( x \) requires looking up the name \( x \) in the memory \( \mu \).

To illustrate the evaluation semantics of expressions in TeIL, let us look at the example of matrix multiplication. The top pane of Figure 7 gives the TeIL kernel for the multiplication of matrices \( A \) and \( B \). First, the outer product of \( A \) and \( B \) is formed with prod. This results in a four-dimensional tensor, of which a suitable diagonal is selected with diag. Lastly, the index of the diagonal is summed over with a red operation. The result is then assigned to the matrix \( C \). The bottom pane of Figure 7 shows how the TeIL expression on
The function length yields the length of a list. The type of a tensor expression is a list of natural numbers, also referred to as names that appear in the allocations in a TeIL program are precisely one of the definitions in Figure 6. Each equality is obtained by applying the right-hand side of the assignment to $C$.

Several meta-functions ease the definitions in Figure 6. Each equality is obtained by applying the right-hand side of the assignment to $C$.

Figure 7. Matrix multiplication $C_{j,k} = \sum_k A_{j,k} B_{k,j}$ in TeIL.

effectively turn it into a 3-address code with tensor variables, similar to the language for tensor expressions and assignments in [27].

3.4 Static Semantics

Figure 8 gives the typing rules T-Var, T-Paren, ..., T-Proj for tensor expressions in TeIL. These rules make TeIL a type-safe language, with respect to the evaluation semantics from Figure 6. This is achieved essentially by carefully crafting the typing rules such that no undefined values occur in the evaluation of well-typed expressions according to the definitions in Figure 6. We describe a formal proof of type-safety for a core of TeIL in Section 4.

The rules OK-Stmt, ..., OK-Prog in Figure 8 define the judgement $\Gamma \vdash \text{ok}$ that must hold for well-formed TeIL programs.

Well-formed programs are sequences of well-formed (assignment) statements, and are judged ok in the context $\Gamma_{\text{alloc}}$.

Note that $\text{allocs}$ is a meta-variable that stands in for a specific instance of an entity with syntax $\text{alloc}$. Analogously, $\text{stmts}$ stands in for any entity with syntax $\text{stmt}$.

The context $\Gamma_{\text{alloc}}$ is obtained from the sequence of allocations $\text{allocs}$ by adding to the context a mapping $x \mapsto i$ for each allocation $\text{alloc} x : i$ in $\text{allocs}$. As stated before, all names that appear in the allocations in a TeIL program are required to be unique.

3.5 Program Evaluation

Figure 9 specifies how sequences of statements and full programs are evaluated. Evaluation proceeds by transforming memory, as is to be expected of an imperative language. The rule St-Stmt enforces that assignments only take place at indices $\kappa$ that are within the bounds of the allocation for the name $x$. This is expressed by the premise $\forall \kappa \leq i. \kappa \in \text{dom}(\mu x)$. The requirement $\forall \kappa \leq i. \kappa \in \text{dom}(\mu x)$ implicitly enforces that indexing the tensor expression $e$ at $\kappa$ yields a well-defined result. The update to the memory $\mu$, in the conclusion of rule St-Stmt, takes place at the name $x$, for which each index list $\kappa$ is then mapped to $r_\kappa \in \mathbb{D}$. 

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>alloc $A : [l, m]$</td>
<td>$\text{transp} i_0 i_1 e \Gamma \mu [j_1, \ldots, j_i, \ldots, j_k] = \Gamma [e] \Gamma \mu [j_1, \ldots, j_i, \ldots, j_k]$</td>
</tr>
<tr>
<td>alloc $B : [m, n]$</td>
<td>$\text{transp} i_0 i_1 e \Gamma \mu [j_1, \ldots, j_i, \ldots, j_k] = \Gamma [e] \Gamma \mu [j_1, \ldots, j_i, \ldots, j_k]$</td>
</tr>
<tr>
<td>alloc $C : [l, n]$</td>
<td>$\text{transp} i_0 i_1 e \Gamma \mu [j_1, \ldots, j_i, \ldots, j_k] = \Gamma [e] \Gamma \mu [j_1, \ldots, j_i, \ldots, j_k]$</td>
</tr>
</tbody>
</table>

Figure 6. Evaluation of tensor expressions in TeIL.

---

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{alloc} A : [l, m]$</td>
<td>$\text{add} e_0 e_1 \Gamma \mu i = [e_0] \Gamma \mu i$</td>
</tr>
<tr>
<td>$\text{alloc} B : [m, n]$</td>
<td>$\text{add} e_0 e_1 \Gamma \mu i = [e_0] \Gamma \mu i$</td>
</tr>
<tr>
<td>$\text{alloc} C : [l, n]$</td>
<td>$\text{add} e_0 e_1 \Gamma \mu i = [e_0] \Gamma \mu i + [e_1] \Gamma \mu i$</td>
</tr>
</tbody>
</table>

Figure 7. Matrix multiplication $C_{j,k} = \sum_k A_{j,k} B_{k,j}$ in TeIL.
The memory $\mu_{\text{alloc}}$ in Figure 9 is formed analogously to the context $\Gamma_{\text{alloc}}$ in Figure 8. For each allocation $\text{alloc} \ x : i$ that appears in $\text{allocs}$, a map $(\text{list of } \text{Nat}) \rightarrow \mathbb{D}$ is added to the memory. The map is defined only for arguments $\kappa$ with $\kappa \leq i$. Note that, for the purpose of discussing type-safety, the precise values taken by this map are not important.

3.6 Equational Reasoning

The specification of the tensor expressions in Figure 6 enables equational reasoning that can validate optimizations or, generally, transformations of tensor kernels expressed in TeIL. We list only a few example equalities that can be derived from the definitions in Figure 6. All of these examples can be used to reduce the complexity of tensor expressions and hence also the runtime of TeIL programs.

As already hinted at, projection is indeed the left-inverse of expansion,

$$\text{proj}_m(\text{expa}_n e) \equiv e. \quad (3)$$

Transposing the dimensions that are involved in a diagonal has no effect,

$$\text{diag}\ i_0\ i_1\ (\text{transp}\ i_0\ i_1\ e) \equiv \text{diag}\ i_0\ i_1\ e. \quad (4)$$

Finally, reducing along a constant dimension, as obtained from the expa operation, can be done in constant time

$$\text{red}_+\ i\ (\text{expa}_n e) \equiv n \cdot e. \quad (5)$$

Note that reduction is generally an $O(n)$ operation. Analogous statements hold for reductions that, instead of the sum, compute the minimum, maximum, or product along a dimension.

3.7 Example Kernels

We demonstrate the usability of TeIL by expressing in it the example kernels from Section 2. All of these kernels, apart from the one corresponding to Figure 3a, are valid TeIL programs whose semantics match the expected meanings of the kernels as described in Section 2.

To simplify notation, we introduce tensor contraction as a composed operation in TeIL,

$$\text{contr}\ i_0\ i_1\ e := \text{red}_+\ i_0\ (\text{diag}\ i_0\ i_1\ e). \quad (6)$$

It is clear from this definition that tensor contraction is a reduction operation along two dimensions. Contraction is a very natural operation: it generalizes the vector dot product and matrix multiplication to higher-dimensional tensors.

The TeIL versions of the TACO kernels in Figure 2 can then be written as in Figure 10a. Note that the allocations for $A$, $B$, and $C$ have been omitted, just as the declarations were omitted in Figure 2.

The TVM kernel in Figure 3b can be expressed in TeIL as shown in Figure 10b. Note that the equivalent of the TVM kernel in Figure 3a would be rejected by TeIL as it violates the typing rule T-Diag.

Both TC kernels from Figure 4 can be expressed in TeIL as in Figure 10c. The problem with TC that it cannot make sense of the index $j$ in Figure 4a is of course avoided since there is no explicit indexing in TeIL.

As a final example, independent of the pathological kernels from Section 2, we look at element-wise operations in TeIL that combine tensors of different dimensions. Specifically, Figure 11 demonstrates different ways of performing element-wise addition between a two-dimensional tensor $A$ and a three-dimensional tensor $B$. The tensor $C$ is obtained by adding to $A$ the projection of $B$ onto its second slice, with respect to its first dimension. This assumes $2 \leq k$ (cf. rule T-Proj in Figure 8). For the tensor $D$, we add to $B$ the expansion of $A$. Choosing the natural number $k$ as the second argument of expa leads to a tensor the dimensions of which match those of $B$. Hence element-wise addition with $B$ is possible.

4 Verified Core-TeIL

This section introduces Core-TeIL and presents the formal result of its type-safety. The formally verified core of TeIL differs from full TeIL only in the flexibility with which the individual dimensions of a tensor or tensor expression can be addressed. This restricted flexibility greatly eases our formal development in the Coq proof assistant [28]. At the same time, no generality is lost: Core-TeIL can express the same tensor operations as the full language.

4.1 Overview of Core-TeIL

The differences between Core-TeIL and full TeIL are best understood by looking at those typing rules of Core-TeIL that replace some of the rules for expression typing in full TeIL. Figure 12 lists these rules.

The transp operation in Core-TeIL transposes adjacent dimensions only. Hence, in Core-TeIL, the transp operation only takes a single index argument $i$. No generality is lost by this since any transposition can be expressed by composing adjacent transpositions. Analogously, red$_+\$, diag, expa, and proj loose their index arguments and only affect the first dimension of a tensor expression (or the first pair of dimensions in the case of diag). This, again, presents no loss of generality: by pre- and post-composing any of these operations with suitable sequences of transpositions, the same operations can be expressed as in full TeIL.

It is straightforward to adjust the definitions in Figure 6 to the restrictions of Core-TeIL discussed in the previous paragraph. The rules for judging statements and programs ok (right-most column of Figure 8), as well as the rules for evaluating statements and programs (Figure 9) remain unchanged in Core-TeIL.

4.2 Formal Results and Type-Safety

The definitions in Figure 6 rely on the existence of a function type$_\Gamma$ that computes the type of a tensor expression in the context $\Gamma$. In Section 3.3, we used the observation that the typing rules of TeIL are syntax-directed to justify the
The memories exist in the function type. In our formal development in Coq, we can make this rigorous.

Lemma 4.1 (Typing is computable). There exists a unique, total, computable function “type” such that for all contexts \( \Gamma \), expressions \( e \), and lists of naturals \( i \),

\[
\Gamma \vdash e : i \iff \text{type}_\Gamma(e) = i.
\]

Proof: Structural induction on \( e \) and case analysis. For the \( \Rightarrow \) direction, case analysis is applied to the typing judgement. For the \( \Leftarrow \) direction, case analysis is applied to \( \text{type}_\Gamma \). □

We omit the definition of \( \text{type}_\Gamma \), which can be derived straightforwardly from the typing rules. Note that uniqueness follows directly from the uniqueness of types, another simple result that we do not state as an explicit lemma.

For type-safety, the exact contents of memories are not important. What matters, however, is that memories are suitably defined, i.e., have suitable domains. For the purpose of establishing type-safety, therefore, memories that have matching domains are considered equivalent, a notion that is made precise by the following definition.

Definition 4.2 (Equivalence of memories). The memories \( \mu_1, \mu_2 \) are equivalent, in symbols \( \mu_1 \sim \mu_2 \), if

(a) for all names \( x, x \in \text{dom}(\mu_1) \Leftrightarrow x \in \text{dom}(\mu_2) \), and

(b) for all \( x \in \text{dom}(\mu_1) \) and all lists of naturals \( k, k \in \text{dom}(\mu_1) \).

The key ingredient in proving type-safety for Core-TiL is the next lemma that states that the double bracket \( [ \cdot ] \) is well-defined for well-typed expressions \( e \).

Lemma 4.3 (Well-definedness of \( [ \cdot ] \)). For all sequences of allocations “allocs”, for all memories \( \mu \), for all expressions \( e \), and for all lists of naturals \( i \), the following holds:

If \( \Gamma_{\text{allocs}} \vdash e : i \) and \( \mu \sim \mu_{\text{allocs}} \), then \( [e] \equiv_{\text{allocs}} \mu_{\text{allocs}} \) is well-defined for all lists of naturals \( k \) with \( k \leq i \).

Proof: Structural induction on \( e \). □

Through the definition of \( [x] \), where \( x \) is the name of an allocation (cf. Figure 6), the previous Lemma 4.3 amounts to type-safety for read accesses to the memory \( \mu \). That is, the memory \( \mu \) is only ever read from at names \( x \) with \( x \in \text{dom}(\mu) \), and at indices \( k \) that are in-bounds.

Lemma 4.3 can be strengthened into an existence theorem for types of expressions that occur in well-formed programs. This is achieved by our next theorem, the essence of which is still the same part of type-safety as in Lemma 4.3, i.e. that there are no out-of-bounds reads from \( \mu \).

Theorem 4.4. Let “allocs” be a sequence of allocations, and “stmts” a sequence of statements. Let “\( x = e \)” be a statement that occurs in “stmts”, and let \( \mu \) be a memory such that \( \mu \sim \mu_{\text{allocs}} \).

If \( \Gamma_{\text{allocs}} \vdash \text{allocs stmts} : \text{ok} \), then there exists a unique list of naturals \( k \) such that

1. \( \Gamma_{\text{allocs}}(x) = i, \)
2. \( \Gamma_{\text{allocs}} \vdash e : i, \) and
3. \( [e] \equiv_{\text{allocs}} \mu_{\text{allocs}} \) is well-defined for all \( k \leq i \).

Proof: Case analysis of the judgement \( \Gamma_{\text{allocs}} \vdash \text{allocs stmts} : \text{ok} \). Existence of \( i \) follows by inversion of the rule OK-Stmt, which must have been used in arriving at the judgement \( \Gamma_{\text{allocs}} \vdash \text{allocs stmts} : \text{ok} \). The proof is completed by an application of Lemma 4.3. Uniqueness of \( i \) follows again from the uniqueness of types. □
The following lemma extends the absence of out-of-bounds accesses also to write access to the memory. This is somewhat implicit in the statement of the lemma, which says that a well-formed statement can take an evaluation step $\rightarrow_{\text{alloc}}$. It is in fact the premise of the rule St-Stmt that ensures that no writes can occur out-of-bounds in this evaluation step.

**Lemma 4.5** (Evaluation of well-formed statements). Let "allocs" be a sequence of allocations, and ’$x = e$’ a statement. Let $\mu$ be a memory with $\mu \sim \mu_{\text{allocs}}$. If $\Gamma_{\text{allocs}} \vdash x = e : \text{ok}$, then there exists $\mu'$ such that $(\mu, x = e) \rightarrow_{\text{allocs}} \mu'$ and $\mu' \sim \mu_{\text{allocs}}$.

**Proof.** The premises of rule St-Stmt hold by inversion of $\Gamma_{\text{allocs}} \vdash x = e : \text{ok}$ and by Lemma 4.3. The domain of the memory is not changed by the update in the conclusion of rule St-Stmt. $\square$

Finally, repeated application of the previous Lemma 4.5 yields our type-safety result for Core-TeIL.

**Theorem 4.6** (Type-safety for well-formed programs). Let "allocs" be a sequence of allocations, and ”stmts” a sequence of statements. If $\Gamma_{\text{allocs}} \vdash \text{allocs stmts : ok}$, then there exists a memory $\mu'$ such that $(\mu_{\text{allocs}}, \text{allocs stmts}) \Downarrow \mu'$. Moreover, $\mu' \sim \mu_{\text{allocs}}$.

**Proof.** Inversion of $\Gamma_{\text{allocs}} \vdash \text{allocs stmts : ok}$, followed by structural induction on the judgement $\Gamma_{\text{allocs}} \vdash \text{stmts : ok}$, which effectively amounts to induction on the length of stmts. The induction step uses Lemma 4.5. $\square$

In prose, the previous type-safety theorem states that well-formed programs can be fully evaluated. As has already been explained, the absence of out-of-bounds accesses is implicit in this, and is in fact a more direct consequence of the lemmas that have led up to Theorem 4.6.

## 5 A Simple Operator Language

To demonstrate that TeIL can indeed be used effectively as an intermediate language, we now briefly motivate and describe a simple operator language that we have implemented on top of TeIL. Code generation for the operator language relies on our TeIL code generator that lowers TeIL programs to C.

One application of tensors and tensor expressions in scientific computing are the so-called high-order methods in computational fluid dynamics (CFD) [7]. A typical tensor kernel in high-order methods evaluates the action of a tensor operator on a three-dimensional tensor, given a fluid flow problem in three spatial dimensions. Tensor operators are constructed by forming the tensor product of one-dimensional operators, i.e. matrices $A, B, C$, where the matrices define the action of the tensor operator in each of the three spatial dimensions. The tensor operator constructed from $A, B, C$ is the tensor product $A \otimes B \otimes C$, which can be expressed in TeIL.
as \( \prod A (\prod B C) \). General tensor operators in high-order methods are linear combinations of operators of this form.

The tensor kernel corresponding to \( A \otimes B \otimes C \) applies this operator to a three-dimensional tensor \( u \), and stores the result in \( v \). Making indices explicit, this kernel is

\[
\begin{align*}
v_{i_1 i_2 i_3} &= (A \otimes B \otimes C)_{i_1 i_2 i_3} j_1 j_2 j_3 u_{j_1 j_2 j_3} \\
&= A_{i_1}^{j_1} B_{i_2}^{j_2} C_{i_3}^{j_3} u_{j_1 j_2 j_3}.
\end{align*}
\]

Doubly occurring indices are contracted (i.e. summed over) dimensions of operators that we employ here.

In general relativity, raised and lowered indices are referred to as \( \text{con-} \) and \( \text{co-} \) variants, respectively. Usage of these indices in general relativity corresponds directly to the intuition of input and output dimensions of operators that we employ here.

### 6 Related Work

APL [13] is widely recognized as one of the first array languages. It is inspired by mathematical notation and relies heavily on collective operations. APL is interpreted, thus naturally allowing for dynamic checks, but compilers also exist, see, e.g., [4, 8] and references therein.

Over time, many array languages have been proposed, e.g., [9, 12, 15, 22, 23, 25]. While syntax and concepts, such as collective operations, are similar across these languages, there are notable differences both in static and dynamic semantics. For example, it has recently been shown [23] that translation between array languages, while retaining performance, is a non-trivial problem that is at least partly rooted in the differences between memory models.

The functional array languages SaC [22] and Futhark [12] come with carefully worked out type systems. Despite the strong static guarantees that are offered by the type systems, there remains a need for some dynamic bounds checks, see also [11]. Note that both SaC and Futhark allow restricted forms of explicit indexing into arrays.

The need for dynamic bounds checks can be fully eliminated by relying on the expressive power of dependent type systems. This expressive power stems from allowing types to depend on values, which, however, may impede phase separation and introduce undecidability into the type system. These issues can be avoided if the dependence of types on values is suitably restricted. Such restrictions are explored in [31] and also in [24, 29], where type-safety results are also given. Note that Lift [25] also relies on a restricted form of dependent types. The rewrite rules employed by Lift are justified by equational reasoning similar to what is enabled by the evaluation semantics for expressions in TeIL.

Lift is a functional language aimed at the generation of efficient code for data-parallel execution on GPU platforms. The addition of data-parallel arrays to Haskell has also been studied [14, 15]. NOVA is another functional language [6] that is specifically designed for parallel programming and hence for targeting execution on parallel platforms. A formal specification for NOVA is available.

The mentioned array languages generally support the paradigm of \textit{shape-polymorphic} programming. TeIL can be made to support this paradigm by replacing the natural number literals that determine the shapes of tensors with variables within the language. Note, however, that in typical use cases of TeIL, this flexibility may not even be desired since compile-time specialization of the shapes of tensors is generally preferred for performance reasons.

Recently, the need for intermediate representations with formal semantics and the curation thereof has been highlighted in [17]. A typed intermediate functional language was formally specified in [9]. The proposed language is an

---

[^1]: In general relativity, raised and lowered indices are referred to as \textit{contravariant} and \textit{covariant} indices, respectively. Usage of these indices in general relativity corresponds directly to the intuition of input and output dimensions of operators that we employ here.

We have presented TeIL, an imperative intermediate tensor language with collective operations similar to the ones in TeIL, and type-safety results have also been established in [9]. To the best of our knowledge, the present paper is the first to report a type-safety result for an imperative tensor language that has also been formalized and checked in a theorem prover.\footnote{A formal specification of a prototype of TeIL, together with pen-and-paper proofs, appeared in \cite{bernecky1997}.}

7 Summary and Outlook
We have presented TeIL, an imperative intermediate tensor language geared at expressing typical tensor kernels as they appear, for example, in the context of machine learning applications. A key feature of TeIL is its type-safety, in the sense that a well-typed program does not cause out-of-bounds memory accesses when executed. This result has been formally developed within the Coq proof assistant. Moreover, the precise specification of TeIL enables users and implementers of tensor languages and frameworks to reason about the semantics of tensor kernels in unambiguous ways.

While we have demonstrated practical uses of TeIL, there are certainly many directions in which the language could grow. To extend TeIL in meaningful ways, it would first of all be helpful to have a precise classification of the tensor computations that can be expressed in TeIL. Such a classification would likely also produce hints at classes of kernels that are currently difficult or impossible to express, or for which code generation is impeded by the design of TeIL. For example, computations for which there is no direct support in the version of TeIL presented here are stencil or convolution kernels. However, to support stencils in TeIL, operations and primitives similar to the ones described in \cite{bergstra2017} can easily be added to the language. Even without modifying the language, it remains an open question what transformations, other than the lifting of nested contractions, are enabled or eased by TeIL.

One source of TeIL’s flexibility is its purposefully abstract memory model. It would be interesting to see how this feature can be put to good use when the abstract memory model is instantiated with formalizations of concrete implementations. One would expect that our formal development is independent of the choice of concrete implementation of the memory model. However, this choice will affect the utility of transformations employed by TeIL’s code generator.

There is also an interesting practical use for different memory models in TeIL: different stages of the same code generation process can use versions of TeIL that differ only in the specifics of the employed memory model. This can perhaps help overcome some of the performance problems recently encountered in translating between languages \cite{stone2018}.

Due to our focus on type-safety, we have omitted discussions of mechanisms for composing larger programs in TeIL, e.g. functions, and for communicating with the outside world, e.g. passing arguments. To what extent our implementation of TeIL provides mechanisms that are well-suited to typical use cases remains to be determined.
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