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Abstract—Sequence alignment is a fundamental operation in genomic analysis where DNA fragments called reads are mapped to a
long reference DNA sequence. There exist a number of (in)exact alignment algorithms with varying sensitivity for both local and global
alignments, however, they are all computationally expensive. With the advent of high-throughput sequencing (HTS) technologies that
generate a mammoth amount of data, there is increased pressure on improving the performance and capacity of the analysis
algorithms in general and the mapping algorithms in particular. While many works focus on improving the performance of the aligner

themselves, recently it has been demonstrated that restricting the mapping space for input reads and filtering out mapping positions
that will result in a poor match can significantly improve the performance of the alignment operation. However, this is only true if it is
guaranteed that the filtering operation can be performed significantly faster. Otherwise, it can easily outweigh the benefits of the
aligner. To expedite this pre-alignment filtering, among others, the recently proposed GRIM-Filter uses highly-parallel
processing-in-memory operations benefiting from light-weight computational units on the logic-in-memory layer. However, the
significant amount of data transferring between the memory and logic-in-memory layers quickly becomes a performance and energy
bottleneck for the memory subsystem and ultimately for the overall system. By analyzing input genomes, we found that there are
unexpected data-reuse opportunities in the filtering operation. We propose an algorithm-hardware co-design that exploits the
data-reuse in the seed location filtering operation and, compared to the GRIM-Filter, cuts the number of memory accesses by 22-54%.
This reduction in memory accesses improves the overall performance and energy consumption by 19-44% and 21-49%, respectively.

Index Terms—Genome sequencing, seed location filtering, processing-in-memory, DNA sequence alignment.

1 INTRODUCTION

THE recent developments in second-generation and
third-generation sequencing technologies have enabled
the production of DNA sequence data in an unprecedented
volume and with extremely low cost. The Illumina NovaSeq
6000 sequencer, for instance, can produce up to 6 terabases
of data in less than two days, sequencing 20 billion reads
(i.e., DNA fragments of length 150 base-pairs each) and
costing only 1000$ per human gemone [1], [2]. This has
enabled the usage of these technologies in new domains
such as genome sequencing of new species, sequencing
of individual genomes, and single-cell sequencing, which
were previously either too costly or limited by technology.
In most of these applications, reads are typically mapped
and aligned to reference sequences or genomes to determine
similarities or differences between them.

Sequence alignment is a fundamental yet computation-
ally expensive operation in genome analysis. It starts from
read mapping where each read is checked for alignment with
one or more locations in the reference genome based on the
similarity between the read and the reference sequence at
that location. Subsequently, reads are aligned at the mapped
locations using compute-intensive dynamic-programming
based algorithms such as Smith-Waterman and Needleman-
Wunch [3], [4]. The innovations in sequencing platforms and
generation of a mammoth volume of data put tremendous
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pressure on expediting the alignment operation. This ne-
cessitates further improvements in the algorithms and the
underlying architectures.

To accelerate the alignment operation, many recent ef-
forts have been ramped up towards algorithmic transfor-
mations, development of new algorithms, and architec-
tural improvements [2], [5], [6], [7], [8], [9]. At the same
time, promising developments have been reported in pre-
alignment filtering, an operation that efficiently determines if
a particular location in the reference genome would result
in a good or a poor match for a given read without actually
performing the alignment operation [10], [11], [12], [13].
A poor match indicates that the read and the selected
location in the reference genome will not match even after
alignment, hinting at skipping the complex alignment step.
This reduction in the number of candidate locations (up to
59% [11]) in the reference sequence for alignment operation
can significantly reduce the overall end-to-end alignment
time.

Several pre-alignment filters have been proposed of
late [10], [11], [12], [14], [15], [16], [17], [18], [19], [20]. While
most of these filter implementations are highly parallel and
compute-efficient, they require significantly high memory
bandwidth to classify candidate locations of the reference
genome into good and poor matches. The recently pro-
posed GRIM-Filter [13] hides this bottleneck by leveraging
the high memory bandwidth and processing-in-memory
capabilities of 3D-stacked memory architectures. Although
authors report considerable improvements in performance
and accuracy compared to the state-of-the-art, the GRIM-
Filter requires a large number of memory lookups. Our
analysis shows that the probability of repetitive tokens in



IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTING, VOL. XX, NO. X, SEPTEMBER 2021 2

human genomes is up to 24-60%. We show that there is a
potential opportunity for this data reuse and propose a new
algorithm and an architectural extension that leverages this
to reduce the number of memory accesses and arithmetic
operations.

The major contributions of this paper are:

e An improved algorithm that, unlike GRIM-Filter, com-
pares only distinct tokens of the input reads to the refer-
ence genome. This results in considerable performance
improvement.

« We propose necessary changes to the underlying hard-
ware and introduce low overhead extensions. Con-
cretely, we use a preprocessing unit that scans input
reads for extracting tokens repetition information and
a small token count table that stores this information for
later processing.

e An efficient scheduling unit that processes the data-
reuse in a way to reduce the number of memory
lookups and arithmetic operations.

o A detailed design space analysis to evaluate the impact
of architectural parameters on the performance, energy
consumption, and hardware overhead.

Our design achieves simultaneous performance and energy
improvements of 19-44% and 21-49%, respectively, com-
pared to the baseline GRIM-Filter.

The paper is organized as follows. The background and
related work is briefed in Section 2 followed by motivation
in Section 3. In Section 4, the proposed algorithm-hardware
co-design of seed location filtering is elaborated. Experimen-
tal results and analysis are reported in Section 5 followed by
conclusion in Section 6.

2 BACKGROUND AND RELATED WORK

This section provides an overview of the sequence align-
ment operation and seed location filtering and explains the
implementation and functionality of the GRIM-Filter [13].

2.1 Sequence alignment

A genome is an organism’s entire set of DNA, covering all of
its genes. Genomic analysis extracts meaningful information
from an uncharacterized genome by analyzing its function
and structure. Sequence alignment or sequence mapping
is a fundamental operation in this analysis [14], [15], [16],
[17], [18], [19], [20]. The sequencing machine outputs the se-
quenced genome in millions of short DNA sequences called
reads. These reads carry no information about their actual
location in the genome. The sequence alignment operation
searches for and aligns these reads to their actual position
in a reference genome. Classical alignment algorithms based
on dynamic programming are prohibitively slow at aligning
typical genomes that range in the billions of bases. State-of-
the-art aligners use the seed-and-extend approach to tackle
this problem [2], [21], [22], [23], [24], [25], [26], [27].

The seed-and-extend alignment operation consists of
four steps: seed generation, seed mapping, seed extension,
and read alignment. A seed is a substring of a DNA read that
matches, exactly or near-exactly, to one or more locations in
the reference genome. In the first step, the aligner searches
for potential seeds in a read using different techniques. For

instance, k-mer seeds are generated by a sliding window
over a read [28], [29]. During the seed mapping, seeds
are mapped to their candidate locations in the reference
genome. In the seed extension step, the matched seeds are
extended to the right and left directions of the matched lo-
cations by taking into account constraints such as maximum
mismatches and length of insertion-deletion mutations. Af-
ter that, the read is aligned to the extended region around
the location of the seed using compute-intensive dynamic
programming based algorithms [3], [4]. Seed extension and
read alignment typically account for more than 30% of the
runtime in the genomic analysis [2], [30]. Therefore, seed
location filters (cf. Section 2.2) are employed to proactively
determine and skip seed locations in the reference genome
that would result in poor alignment, without actually per-
forming the complex seed extension and alignment opera-
tions.

2.2 Seed location filtering

The seed location filtering problem can be formulated as
follows: Given a query genome @ = {q0,q1,---,qm-1} (@
in Fig. 1) and a reference genome R = (70,71, ...,7n—1) (@),
determine and filter out candidate seed map locations that
would result in a poor match, without actually performing
the expensive alignment operation. Each ¢; and r; are short
segments of the query and reference genomes respectively
and are referred to as reads and bins. Each read and bin
is typically several hundred base-pair long. Each base pair
represents one of the four nucleotide bases, i.e., A, C, G, and
T. For instance, @) in Fig. 1 shows an illustrating example of
g; in the query genome containing a sequence of base pairs.
The inputs to the seed location filter (@) are a read from the
query genome (g;) and a bit vector representing a bin from
the reference genome (r}) (Fig. 2). The filter accumulates
the values in (r}) and compares it to a predefined threshold
(cf. Fig. 3). If the accumulator value is greater than the
threshold, this implies that many tokens in the input read
g; are also present in the corresponding bin r;, the filter
forwards g¢; to the aligner to perform an alignment between
q; and r; (@). Otherwise, the alignment step is skipped.
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Fig. 1. Seed locating filtering between reads of the query genome and
bins of the reference genome

2.3 GRIM-Filter

GRIM-Filter is a recent algorithm for seed location filtering
which is optimized for a processing-in-memory architecture
(cf. Section 2.4). It divides each bin into fokens of size 5 base
pairs, ranging from AAAAA to TTTTT. For the reference
genome, the GRIM-Filter maintains a per-bin bitvector where
each bit (referred to as the presence bit) of the bit vector
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Fig. 2. Metadata organization of the GRIM-Filter where each bit at [Row, Column] specifies if a token (corresponding to a row) exists in the relevant
bin (indicated by the column) of the reference genome. Each column represents the metadata associated with a particular bin of the reference

genome. Token size is 5 in this figure.

indicates whether a particular token exists in a bin or
not, as shown in Fig. 2. The bit vectors of all bins in the
reference genome are created only once and are used to find
similarities between the reference and query genomes. Fig. 2
presents an illustrative example showing the bit vectors
associated with selected bins (i.e., ro, 75, 7%, and r,_1) of
the reference genome. The bit vector of the bins r; and 7
is denoted as r} and r] respectively. The presence bit of

J

token ATGCA is set in 77 because this token is present in

r;. Similarly, the presence bit of token ATGC'A is unset in
ry as ATGC A does not exist in ry.
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Fig. 3. Steps involved in the GRIM-Filter to determine a good or bad
match between a read of the query genome (¢;) and a bin of the
reference genome (r;) for a token size = 5

For a given read (g;) of the query genome, the GRIM-
Filter examines whether this matches to a certain bin of
the reference genome (say r;) or not. To do this, it reads ¢;
token by token (@ in Fig. 3), and for each token, it accesses
the presence bit of the corresponding token in r} (@). The
GRIM-Filter then sums all these presence bits together (@)
and compares the result with a predefined threshold (@).
If the accumulated sum is greater than the threshold, the
filter forwards this read to the alignment step to actually
map g; to r; (@). Otherwise, it skips aligning ¢; to 7; (@)
and moves to the next bin. Only the r;s that share enough
tokens with a given ¢; pass the GRIM-Filter. By doing so,
the GRIM-Filter ensures that no r; that results in a correct

matching with g; is incorrectly rejected, thereby maintaining
a 0% false rejection.
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Fig. 4. Processing-in-memory based GRIM-Filter architecture

2.4 PIM implementation of the GRIM-Filter

This subsection describes the implementation of the GRIM-
Filter using 3D-stacked memory architecture. Processing-in-
memory (PIM) is a novel concept that allows performing
computation inside the memory subsystem. By employing
small computation units inside the memory, PIM reduces
the amount of data that has to be moved from memory
to external processors, thereby improving the performance
and energy efficiency of computing systems. The GRIM-
Filter is a potential candidate to be implemented using PIM
due to its memory intensity as it requires simple operations
involving additions and comparisons (cf. Fig. 3). The PIM
implementation of the GRIM-Filter is illustrated in Fig. 4
and is realized using a 3D-stacked DRAM memory, consist-
ing of several memory layers and a single logic layer. The
memory layers are hierarchically decomposed into subar-
rays (i.e., subarrayo to subarray,,—1), rows (i.e., rowg to
TOWrows—1), and columns (i.e., coly to colycors—1)-

In Fig. 4, we assume that each subarray consists of
1024 rows (i.e., Nyows = 1024). Each row corresponds to
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a unique token i.e., AAAAA and TTTTT are mapped to
rowq and rowjggs respectively. Each row is indexed by its
corresponding token and stores the presence bit information
of the same token for multiple bins/bitvectors (8192 in the
figure) of the reference genome. For instance, rowsgy of
subarrayy stores the presence bit of token GC AT G relevant
to 8192 bins (i.e., 7o to rgi91) of the reference genome.
As illustrated in the figure, the GRIM-Filter stores the bit
vectors of each bin of the reference genome in a separate
column. For instance, the bit vectors of bins rg and r, are
stored in the first and second column of subarrayy.

To carry out filtering between ¢; and r;, the GRIM-
Filter provides a bin module that operates on r7. The bin
module is composed of an accumulator (initialized to zero),
an adder, and a comparator. The module scans each token
in g; and add the presence bits into the accumulator. Once
all the tokens in g; are exhausted, the comparator associated
with r; is used to compare the value of the accumulator with
a set threshold (cf. Fig. 3). If the value is greater than the
threshold, the read is forwarded to the aligner; otherwise, it
is dropped.

At a particular instance, the GRIM-Filter examines the
presence of a single token of g; in M X ncys bins of the
reference genome. The parameter n..;, refers to the number
of columns in a subarray while M is the number of logic
modules (cf. Fig. 4). For the same token of g;, the GRIM-
Filter fetches M rows from M different subarrays in parallel
and load them in M row registers (i.e., Row-Regy to Row-
Regnr—1). These M row registers store the presence bits
of M X nees bins of the reference genome pertinent to
the same token. After the presence bits are loaded into M
row registers, the GRIM-Filter processes them in parallel
using M X nces bin modules. For instance, in Fig. 4, the
bin module B; adds the second bit of Row-Regy to its
accumulator.

Fig. 5 illustrates the sequence of token accesses (i.e.,
memory row) in the GRIM-Filter when comparing an input
g; read with 8192 bins of the reference genome (R). For the
sake of explanation, we assume that n.q; = 8192, M =1, and
the bit vectors of these 8192 bins (i.e., 7§ to rg;9;) are stored
in subarrayg. For the example ¢; read in Fig. 5, rowq (for
token AAAAA) of subarrayy is fetched at time ¢y and loaded
into the row register of the logic module. Subsequently,
the 8192 presence bits in the row register are processed by
8192 bin modules in parallel and the relevant accumulators
are computed accordingly. Similarly, at time ¢;, row; (for
token AAAAC) is fetched in the row register to examine the
presence of AAAAC in 8192 bins of R. When all tokens in
¢; are exhausted, all the comparators associated with 8192
bin modules are used to compute the seed location filter
outcome of 8192 bins in R. The GRIM-Filter then moves
on to other subarrays and compares g; with a new set of
bins in R. When ¢; finishes comparing with all bins of R,
then the same sequence of operations are performed on the
remaining reads of the query genomes (i.e., ¢i+1, ¢i+2, -

Qm—l)'

3 DATA ACCESS ANALYSIS

This section presents a motivating example that shows how
the GRIM-Filter incurs a large number of memory accesses
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Fig. 5. Memory row accesses required in the GRIM-Filter for different
tokens in an example ¢; read. M =1 and n.,;s = 8192 in this figure

TABLE 1
Benchmark data obtained from the 1000 Genome Project [31].

Benchmark | No.ofreads | Sample
ERR240726_1 / ERR240726_2 | 4031354 / 4389429 | NA20753
ERR240727_1 / ERR240727_2 | 4082203 / 4013341 | NA20754
ERR240728_1 / ERR240728_2 | 3894290 / 4013341 | NA20759
ERR240729_1 / ERR240729_2 | 4013341 / 4082472 | NA20761
ERR240730_1 / ERR240730_2 | 4082472 / 4082472 | NA20766

FTP link to all benchmarks/samples sources!. Individual benchmark’s
details and data can be accessed at> where id corresponds to the
sample numbers provided in the right-most column of the table.

which deteriorates both the performance and the energy
efficiency. As depicted in Fig. 5, at a certain time period,
the GRIM-Filter compares a read of the query genome (say
g;) to a subset of bins in the reference genome. For the sake
of explanation, we stick to the same illustrative example
(cf. Fig. 5) and consider the same assumptions made in
Section 2.4. For the example ¢; read from Fig. 5, the GRIM-
Filter loads rowsgq (for token GCATG) three times (i.e., at
time ¢10, t113, and ¢152) into the row register of the logic
module (cf. Fig. 4). After performing computation on the
row register of rowsgg, the accumulators associated with bin
modules By and Bgig1 are incremented three times because
the presence bit of token GCATG is one in 7§ and 7§;¢;-
We classify the row accesses into the following categories:
1) the first access to a row belonging to a particular token of
q; is referred to as compulsory access. For instance, the access
to rowsgy at time ti9 for token GCATG is compulsory.
2) the following accesses to the same row are referred to
as redundant accesses because they could be avoided, as
explained in the next section. For the given example, the
accesses to rowsgg for token GCATG at time ¢113 and t150
are redundant.

By analyzing different query genomes (listed in Table 1),
we found that the majority of the reads exhibit a high
percentage of repeated tokens. Repeated tokens are tokens
that are accessed more than once in a given read. Fig. 6
shows the percentage of repeated tokens in reads of the
query genome ERR240730_2 in Table 1. The bars show the
overall percentage of the repeated tokens for each read
length, and the different colors indicate the breakdown for

1. http:/ /ftp.1000genomes.ebi.ac.uk/voll/ftp/phase3/data/
2. https:/ /www.internationalgenome.org/data-portal /sample/id
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different count values, e.g., “2” shows the percentage of
times the tokens are repeated 2 times.

For evaluation, we took ten pair-end input genomes, ba-
sically the same as the GRIM-Filter, from the 1000 Genome
Project [32], available at [31]. Table 1 lists the benchmark
details that are relevant to this work. For additional infor-
mation on the dataset, e.g., Biosample ID, populations, sex,
cell line source, accession numbers, etc., we provide links to
their origins. By analyzing different query genomes (listed
in Table 1), we found that the majority of the reads exhibit
a high percentage of repeated tokens. Repeated tokens are
tokens that are accessed more than once in a given read.
Fig. 6 shows the percentage of repeated tokens in reads of
the query genome ERR240730_2 in Table 1. The bars show
the overall percentage of the repeated tokens for each read
length, and the different colors indicate the breakdown for
different count values, e.g., “2” shows the percentage of
times the tokens are repeated 2 times.

On average, for a 400 read size, the percentage of re-
peated tokens is 24.2%. As shown, this increases as we
increase the read size. As explained above, the GRIM-Filter
always fetches a row independent of whether it is a compul-
sory or a redundant row access. We exploit this repetition of
tokens in the query reads to completely eliminate redundant
row accesses as explained in the next section.

)
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@ 20
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200 400 800 1200 1600
Read length
2 s+ s [ =6

Fig. 6. Percentage of repeated tokens across all reads of the query
genome ERR240730_2 in Table 1. Token size = 5 base pairs, and read
length is varied from 200 to 1600 base pairs in this figure.

4 THE ALPHA FILTER

This section introduces our proposed Architecture for Low-
Power and Hasty seed location filtering based on novel
Algorithm (ALPHA).
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| Pre-alignment Filter Bitmask ‘ J é’

Fig. 7. Sequence of operations in ALPHA filter.

4.1 Overview

Fig. 7 shows the sequence of operations in ALPHA filter.
Similar to the GRIM-Filter [13], ALPHA is implemented
as a processing-in-memory (PIM) architecture, providing
advantages over other seed location filters [10], [11], [12].
As mentioned in Section 3, a major drawback of the GRIM-
Filter is that it unnecessarily incurs a large number of redun-
dant memory accesses which deteriorates both performance
and energy efficiency. To eliminate the redundant memory
accesses, ALPHA makes algorithmic transformations to the
GRIM-Filter and changes the underlying architecture as
depicted in Fig. 8.

The ALPHA filtering commence with scanning the to-
kens of a read ¢; (@ in Fig. 7) followed by updating the
token repetition information (@) in a newly proposed Token
Count Table (TCT). ALPHA introduces a preprocessing unit
that extracts tokens repetitions (i.e., which ultimately trans-
late to row access information) from the reads of the query
genome (Section 4.2). In step @), the memory access sched-
uler avoids redundant memory accesses by only scheduling
compulsory accesses based on the repetition information
in the TCT. Section 4.3 describes the hardware support to
further reduce the number of memory accesses and enable
parallel processing of multiple reads of the query genome.
Once all compulsory rows are accessed (@) pertinent to
the tokens contained in a given read, ALPHA generates the
pre-alignment filter bitmask (@)). This bitmask determines
the filtering outcome (i.e., a logical 1 for a potential match
and logical 0 for a mismatch based on the threshold) and
transmit it to the alignment step. It is worth mentioning
that the filtering outcome of ALPHA and the GRIM-Filter is
the same. However, compared to the GRIM-Filter, ALPHA
changes the way in which the data is accessed from the
memory and processed (details in Section 4.2). Similar to
the GRIM-Filter, ALPHA maintains a 0% false rejection
ensuring that no candidate location in R that results in a
correct matching with a particular read in @ is incorrectly
rejected by the filter.

4.2 Preprocessing of the query genome

The GRIM-Filter first scans the tokens of a read ¢; one by one
and then compares each token with all bins in R. In contrast,
ALPHA preprocesses all the tokens of ¢; and updates its
repetition information in the TCT before comparing them
with the bins in R.

Fig. 9 depicts the organization of the Token Count Table
(TCT), consisting of 2k columns. For illustration purposes, k
is set to 3 in Fig. 9. Each column in TCT stores the repetition
information of exactly one read of the query genome and
is identified by a [log2(k)] + 1 bits g4 field. For a given
read of the query genome (say ¢;), each column entry of the
TCT is indexed with the tokens (i.e., ranges from AAAAA to
TTTTT) contained in ¢;. The column entry count,; records
how many times the 14, token appears in the read g¢;. The
TCT tracks the counts of the tokens relevant to few reads
(i.e., 2k) of the m total reads in the query genome (ie.,
2k << m).

For each read/column in the TCT, the preprocessing
unit maintains two overhead bits named scancomplete and
processed (cf. Fig. 9). A column with a set scancomplete bit
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Fig. 8. A high-level overview of ALPHA highlighting our novel contributions
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Fig. 9. Organization of the proposed Token Count Table (TCT) with 2k
columns. In the figure k = 3

indicates that the preprocessing unit has scanned all tokens
of the relevant read in the query genome, and the token
repetition information is updated in the TCT. The processed
bit shows whether the content of a column is consumed by
the filtering unit or not.

Similar to the GRIM-Filter, we process query genome on
a read-by-read basis. However, before performing the actual
filtering operation, we first preprocess each read to extract
the token repetition information. For a given read g¢;, the
preprocessing unit allocates a column in the TCT and clears
its associated processed and scancomplete bits. It then reads
g; token-wise and populates its corresponding TCT entry
with the token count. Once all tokens in ¢; are exhausted,
the scancomplete bit associated with ¢; is set. As for the
replacement of the previous contents, the preprocessing unit
only replaces a column in TCT if its contents are already
consumed by the filtering step. The processed bit, associated
with each column, provides this information.

For the example ¢; sequence in Fig. 5, the count,; of
token GCATG is three after scanning all tokens in g;.
For comparison with the reference genome, our filtering

algorithm scans only distinct tokens in g; and adds their
corresponding token counts in the TCT. This means that for
gi, the rowsgq for token GCATG (cf. Fig. 8) is accessed only
once in ALPHA instead of thrice in the GRIM-Filter. In this
case, three is added to the accumulator of those bins in the
reference genome whose presence bit relevant to GCATG is
set. The processed bit of g; in the relevant column is set when
g; is compared with a subset of bins (i.e., M x n.;,) selected
as candidate locations in the reference genome. This implies
that the column can now be allocated to a new unprocessed
read of the query genome.

The implementation of the preprocessing unit requires
a FIFO buffer and an adder. In the first step, the tokens
of a particular read are scanned token wise and stored in
the FIFO. The token at the head of the FIFO is used to
access a particular TCT entry with the relevant g4 field. An
adder is used to increment the value of that entry which is
stored back in the TCT. Parallel to the preprocessing unit, the
scheduling unit reads the count information of each token
from the TCT in a top-to-bottom way and only forwards that
row requests to the memory for which the corresponding
token entry has a non-zero value. It is worth mentioning
that the scheduling unit sends the data to memory only for
those reads which are preprocessed.

i ( Preprocess (scan) tokens of later k reads in Q (i.e., g, d,,, 9,.5) )
X
8 v
( Compute relevant count in the TCT for later k reads in Q )
[ Tokens and its count information in earlier k reads of
Q (i.e, q,,9,,.9,,) are forwarded to Scheduling Unit
ﬁ“< Scheduling unit accesses Rowwesembus relevant to tokens of
©
= earlier k reads in Q having non-zero count in TCT

Process relevant rows and detect which earlier k reads in Q need
to be checked for alignment with a subset of bins in R

L )

Fig. 10. Overlapping tasks (Task; and Tasks) in the improved ALPHA to
determine where k reads of the query genome @ needs to be checked
for alignment with a subset of bins in the reference genome R
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4.3 Improved query genome processing

Memory accesses can be further reduced by processing mul-
tiple reads of the query genomes at the same time. To enable
this, ALPHA preprocesses the counts of the tokens relevant
to k reads of the query genome where 2k columns of TCT
are divided into two equal partitions. These partitions are
referred to as Partition; and Partition, in Fig. 9. While the
scheduling unit is busy in handling counts of one partition
belonging to earlier £ reads of the query genome (ie., g;,
gi+1, gi+2 for k = 3), the preprocessing unit computes the
counts of the later k reads (i.e., ¢i+3, Git4, Qi+s for k =
3) stored in another partition. This implies that Partition;
stores the relevant counts of the tokens belonging to earlier
or later reads of the query genome at alternate time inter-
vals.

Fig. 10 shows the sequence of events in ALPHA. The
preprocessing unit computes the counts of one partition by
scanning all tokens of later k reads of the query sequence
(referred to as Task; in Fig. 10). Once the counts of one par-
tition is computed (i.e., all scancomplete bits in that partition
are set), the scheduling unit performs necessary memory
operations on that partition (referred to as Task, in Fig. 10).
As Task; preprocesses the later reads of the query sequence,
Tasky performs necessary memory operations on the ear-
lier reads. Compared to Task;, Tasksy is the performance
critical task as the latter accesses many rows storing bit
vectors of the reference genome. On the other hand, Task; is
lightweight because it scans the tokens of the relevant bins
in the query sequence followed by updating the counts in
the small TCT.

In Tasky, the scheduling unit only accesses the
Rowpresence bits of those tokens for which the token entry
in TCT has a non-zero value. In the example in Fig. 9 we as-
sume that the first, second and third column of the Partition;
contains the counts of the tokens relevant to three reads of
the query sequence namely g;, g;+1, and ¢;42. As illustrated,
the tags of these reads are stored in the gqq field of the
respective column. We further assume that all tokens of the
aforementioned reads are scanned completely in Task; (i.e.,
scancomplete bits are set for these bins). This implies that the
scheduling unit can now process the counts of Partition;.
As depicted in Fig. 9, the count of token GCATG is 3, 7,
and 6 for ¢;, gi+1, and ¢;42 respectively. In this example,
the GRIM-Filter requires 16 (ie., 3 + 7 + 6 = 16) accesses
to rowsgg while ALPHA with k = 1 requires 3 accesses. In
contrast, ALPHA with k£ = 3 only requires a single access
to rowsgg. However, this reduction in the number of row
accesses for ALPHA with k = 3 comes at an additional cost.
The conventional GRIM-Filter requires a small bin module
(cf. Fig. 4) consisting of one accumulator, one adder and
one comparator. In contrast, ALPHA requires a total of k
accumulators to hold the accumulated sum of the matched
tokens of k reads of the query genome with a particular
bin of the reference genome (cf. Fig. 8 for k = 3). Therefore,
ALPHA requires additional k - 1 accumulators. It is worth
mentioning that the same adder and comparator is used in
a serial fashion by processing the counts of additional % - 1
reads of the query genome compared to the GRIM-Filter.

4.4 Overhead analysis

The Token Count Table (TCT) tracks the counts of the tokens
relevant to recently accessed 2k reads of the query genome.
The TCT comprises 1024 rows and 2k columns where the
storage requirement of each column is 1024 x [logs(RL)]
bits where RL refers to the read length. In addition, the
storage overhead for the scancomplete and processed fields are
2k bits each. Also, the bits required for gqq4 field are 2k x
[log2(k)] + 1. For our experiments, we vary k from 1 to
4. So the total number of bits required for g4 adds up to
(2k x 3). Considering the above overheads, the total storage
requirement of the TCT amounts to £ x 2.25kB assuming
that each read consists of 400 base pairs.

The preprocessing unit requires a FIFO buffer to hold the
recently scanned tokens belonging to the query genome. For
a 32-entry bulffer, the storage overhead amounts to 320 bits
(32 x 10-bit/token = 320 bits). In addition, a [logs(RL)]
bit adder is required to update the relevant entry in the
TCT. As depicted in Fig. 8, ALPHA also requires %k - 1
more accumulators in each bin module. Therefore, the total
number of additional accumulators in ALPHA are (k - 1)
X TNeois X M. The parameter n.ys refers to the number
of columns in a subarray while M is the number of logic
modules (cf. Fig. 8). The area overhead analysis of ALPHA
compared to the GRIM-Filter is provided in Section 5.4 (cf.
Table 3 and Fig. 15) considering the overhead of the TCT,
the preprocessing unit, and the bin modules.

5 EVALUATION

This section provides the details of the experimental
methodology and the simulation infrastructure that are used
for qualitative and quantitative comparison of the proposed
pre-alignment filtering solution with the GRIM-Filter [13].

5.1 Experimental Methodology

Table 1 lists the name and number of reads of each data set
with a read length of 100 base pairs. The longer reads are
generated by combining multiple short reads. For instance,
a read length with 800 base pairs is generated by combining
eight adjacent reads of 100 base pairs. The details of impor-
tant parameters of our pre-alignment filter (i.e., read and
token size) and the memory system used in our evaluations
are shown in Table 2. Our reference genome consists of
450 x 216 bins. The total memory requirement to store the
bit vectors of the reference genome for a token size of 5 is
450 x 216 x 45 bits. This results in a total memory footprint of
approximately 3.5 GB which can be easily stored in today’s
3D-stacked memories [33], [34], [35], [36].

The energy and area numbers for the various compo-
nents on the logic-in-memory layer are estimated using
McPat [37] and CACTI [38] which are provided in Table 3.
All of our simulations model an HBM2 [34] memory system
with latency and energy numbers taken from [39] and are
listed in Table 4.

For comparison, we do not consider the time required to
generate the metadata of the reference genome because it is
a one-time process and is the same for both the GRIM-Filter
and ALPHA.
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We instead measure the performance of ALPHA and the
GRIM-Filter by comparing the actual time of the filtering
operation which include the following timing parameters:

1) tmemoryaccess: The memory access time required to
retrieve the bins of the reference genome and load them
in the row registers.

2) tpreprocessing: For ALPHA only, the time spent on pre-
processing, which includes the latency overheads of the
buffer, the TCT, and the adder.

3) ti: For ALPHA only, the additional latency overheads
when the adders and comparators are used in a serial
fashion in the bin module for & > 1.

4) tforward: The time spent by the logic-in-memory layer
to forward the result of the filtering operation to the
sequence alignment step.

To estimate the time spent on the filtering operation,
we used a trace-based simulation environment based on
NVMain [40], which faithfully models HBM2 [34] timing
parameters highlighted in Table 4, and the above-mentioned
timing parameters.

5.2 Result Overview

The comparison of ALPHA with the GRIM-Filter in terms
of runtime and overall energy consumption is shown in
Fig. 11 and Fig. 12 respectively. Our results clearly indi-
cate that each variant of ALPHA outperforms the GRIM-
Filter in terms of runtime and energy consumption. As
depicted, ALPHA reduces the average runtime by 19.3%,
30.8%, 38.6%, and 43.8% compared to the GRIM-Filter for
k=1 k=2 k=3, and k = 4, respectively. Similarly,
the energy improvement translates to 21.1%, 33.6%, 42.7%,
and 49%, respectively. The runtime and energy benefits
primarily come from the reduction in number of DRAM
accesses. The energy breakdown in Fig. 12 shows that the
overall energy consumption is dominated by the energy
consumed by the DRAM and that the energy consumed
by the logic components, i.e., adders, accumulators, and
comparators, is less prominent. This figure also shows that
ALPHA introduces a very small overhead in terms of energy
consumption. As k increases, the overhead energy incurred
by ALPHA increases, but its impact on the overall energy
consumption is largely compensated by the reduction in the
energy consumed by the DRAM and the logic-in-memory
layer. A detailed energy breakdown of the DRAM and the
components on the logic-in-memory layer is presented in
the following subsection.

5.3 Energy breakdown

For different variants of ALPHA and the GRIM-Filter, we
breakdown the energy consumption of the DRAM and the
components on the logic-in-memory layer, as shown in
Fig. 13 and Fig. 14 respectively. Fig. 13 highlights that with
an increasing value of k, the DRAM dynamic energy as well
as background energy is substantially reduced. This is due
to the fact that the probability of the occurrence of repeated
tokens is high when more reads of the query genome are an-
alyzed. The increase in repeated tokens reduces the number
of DRAM accesses which result in a reduction in dynamic
energy while the background energy gain is due to shorter

TABLE 2
Parameters details of the data set and memory

Parameter | Value
Token size 5 base pairs
Read size 400 base pairs
Number of bins in the reference genome | 450 x 216 bins
Memory size 4GB
Number of logic modules (M) 4
Number of memory banks 64 banks
Number of subarrays in a memory bank 64
Number of subarrays 64 x 64 = 4096
Number of columns in a subarray (n.os) 8192 bits
Number of rows in a subarray (N;ows) 1024
TABLE 3
Energy and area for different logical components estimated from [37],
[38].
Component | Energy (Dyn) | Power (Leak) | Area [um?]
Adder 7.62 [fJ]* 18.0 [nW]* 0.65/bit
Comparator 5.12 [fJ]* 12.2 [nW]* 0.49/bit
Accumulator 10.80 [fJ]* 21.5 [nW]* 0.70/bit
Buffer (32 entries) 2.175 [pJ] 0.5332 [mW] 588
Row-Reg 4.84 [pJ] 2.16 [mW] 5419
TCT (k=1) 6.93 [pJ] 1.70 [mW] 14916
TCT (k=2) 10.37 [pJ] 2.61 [mW] 23563
TCT (k =3) 14.81 [pJ] 417 [mW] 41763
TCT (k =4) 25.70 [pJ] 6.44 [mW] 69230

*Energy/power consumption per bit.

runtime. The overhead energy incurred by ALPHA includes
the leakage energy of the additional accumulators, the over-
all energy consumption of the Token Count Table (TCT)
and the preprocessing unit (cf. Section 4.4 for overhead
analysis). The energy breakdown in Figure 14 indicates that
the overhead energy linearly increases with an increasing
value of k. However, this increase in the overhead energy
is largely offset by the drop in the dynamic and the leakage
energy of the logic module. The decrease in the dynamic
energy of the logic module with an increasing k is due to the
fact that less number of additions are required in ALPHA
compared to the GRIM-Filter (cf. Section 4.3).

5.4 Area breakdown

Although increasing the value of k reduces the runtime and
energy consumption of ALPHA compared to the GRIM-
Filter, this improvement comes at the cost of additional area
overhead (i.e., extra accumulators in the logic-in-memory
layer, preprocessing unit and the TCT) as depicted in Fig. 15.
For larger k, the area overhead becomes more significant on

TABLE 4
HBM2 DRAM energy and latency taken from [39]

Value

909 [pJ]

1.17 [pJ]/bit
0.80 [pJ]/bit
27.5 [mW]
45-16-16-29-16 [ns]
2-16-12-8-3 [ns]
4-2-2 [ns]

Operation |

Activation and precharge
Access energy
I/0 energy
Background power
trc-treptrRPtRAStCL
tRRDIWRTFAWtWTRITWTRs
tcepy-ttccpg-tBURST
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the logic-in-memory layer. For k = 4, the area of the logic-
in-memory layer nearly doubles compared to the GRIM-
Filter. For 3D-stacked memories, the logic-in-memory layer
has the same area footprint as the memory layers for
manufacturing reasons [41]. Therefore, the logic-in-memory
layer introduces unused area that can easily accommodate
the extra overhead of ALPHA. Similarly, the latency and
energy overhead of the extra logic on the logic-in-memory
layer increases with increasing the value of k. Despite this
increase in the overheads for a larger k, the overall runtime
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layer
k=2 k=3 k=4

. Logic Module . Overhead Accumulators . Preprocessing Unit + TCT

= = N Ind
=} o o w0

Area (normalized)

o
»

GRIMM k=1

o
S

Fig. 15. Area breakdown of the components on the logic-in-memory
layer

and energy consumption decreases compared to a smaller
k (cf. Fig. 11 and Fig. 12). It is worth mentioning that &
= 1 introduces very small area overhead compared to the
GRIM-Filter. For k = 1, the preprocessing unit and the TCT
occupy an additional 2.75% of area.
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5.5 Sensitivity to read length

Sequencing technologies produce read lengths in the range
of 100 to several million base pairs [42], [43]. It is predicted
that read lengths greater than 100,000 basepairs will be
required not only to generate high quality genome assem-
blies but also to detect and resolve structural variation [44].
In order to determine the impact of read length on the
overall runtime and energy consumption, we carried out
some experiments by sweeping the read length from 200 to
800. Fig. 16 and Fig. 17 show how varying the read length
affects the normalized runtime and energy consumption,
respectively. These results indicate that ALPHA consistently
outperforms the GRIM-Filter for all ranges of read lengths.
As the probability of the occurrence of repeated tokens is
high for the longer read lengths compared to the shorter
ones, ALPHA provides significant improvements in both
performance as well as energy consumption for the longer
reads, while the benefits are less prominent for shorter
reads.

For the previously reported results, ALPHA is tested
on the benchmarks with short read lengths (i.e., 200 to
800 base pairs), which are the same benchmarks used
in the evaluation of the GRIM-filter. This allows a direct
comparison of the approaches. To highlight the benefits
of ALPHA for the longer read lengths, we tested ALPHA
on a genome with around 12K base pairs. Specifically,
we used “m54238 180901 _011437.Q20"%. As expected, the
longer reads result in a considerably higher percentage of

3. https://github.com/genome-in-a-bottle /giab_data_indexes/
blob/master / AshkenazimTrio/sequence.index.AJtrio_PacBio_CCS_
15kb_10022018.HG002

token repetition. On average, the tokens repetition in each
read is around 92%, compared to around (14%, 24%, 40%,
52%, 61%) for read lengths of (200, 400, 800, 1200 and 1600)
respectively. Therefore, we expect proportional benefits in
the latency and the energy results for the longer reads
compared to the shorter ones.

6 CONCLUSIONS

This paper presents an efficient algorithm-hardware co-
design of a pre-alignment filter that outperforms the state-
of-the-art GRIM-Filter in terms of energy and runtime. We
propose a low overhead preprocessing unit that scans the
input reads to find repetitive tokens and their count in an
input genome. Our analysis of 10 human genomes showed
that input reads most often have repetitive tokens. We ex-
ploit this fact to reduce the number of memory accesses and
arithmetic operations in the filtering process. For a given
token that is repeated n times, the GRIM-Filter requires n
memory accesses and n increment operations, while our
proposed approach requires single memory access and a sin-
gle add operation, thanks to the token count table that stores
the repetition information. This significant reduction in the
number of memory accesses and the number of arithmetic
operations improves the runtime and energy consumption
of the pre-alignment filter by an average of 19-44% and 21-
49%, respectively. Note that these improvements are on top
of the end-to-end read mapping improvement reported by
the GRIM-Filter, i.e., 1.81 — 3.65x.

We believe the energy consumption of ALPHA can be
further reduced by replacing the power-hungry DRAM
with emerging memory technologies such as the racetrack
memory [45]. However, since these technologies have their
limitations, appropriate changes are required to the ALPHA
architecture to address them. We are planning to explore
this from different perspectives in future research, aiming at
further reducing energy consumption.
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