
Modeling and Simulating Emerging Memory Technologies: A Tutorial

YUN-CHIH CHEN, TRISTAN SEIDL, NILS HÖLSCHER, CHRISTIAN HAKERT, MINH DUY TRUONG,

and JIAN-JIA CHEN∗, TU Dortmund University, Germany

JOÃO PAULO C. DE LIMA†, ASIF ALI KHAN, and JERONIMO CASTRILLON†∗, Technische Universität

Dresden, ScaDS.AI†, Germany

ALI NEZHADI, LOKESH SIDDHU, HASSAN NASSAR, MAHTA MAYAHINIA, MEHDI BARADARAN

TAHOORI, and JÖRG HENKEL∗, Karlsruhe Institute of Technology (KIT), Germany

NILS WILBERT, STEFAN WILDERMANN, and JÜRGEN TEICH∗, Friedrich-Alexander-Universität Erlangen-

Nürnberg, Germany

ACM Reference Format:

Yun-Chih Chen, Tristan Seidl, Nils Hölscher, Christian Hakert, Minh Duy Truong, Jian-Jia Chen, João Paulo C. de Lima†, Asif Ali Khan,
Jeronimo Castrillon†, Ali Nezhadi, Lokesh Siddhu, Hassan Nassar, Mahta Mayahinia, Mehdi Baradaran Tahoori, Jörg Henkel, Nils Wilbert,
Stefan Wildermann, and Jürgen Teich. 2025. Modeling and Simulating Emerging Memory Technologies: A Tutorial. 1, 1 (February 2025),
28 pages. https://doi.org/10.1145/nnnnnnn.nnnnnnn

ABSTRACT

Non-volatile Memory (NVM) technologies present a promising alternative to traditional volatile memories such as SRAM and
DRAM. Due to the limited availability of real NVM devices, simulators play a crucial role in architectural exploration and
hardware-software co-design. This tutorial presents a simulation toolchain through four detailed case studies, showcasing
its applicability to various domains of system design, including hybrid main-memory and cache, compute-in-memory, and
wear-leveling design. These case studies provide the reader with practical insights on customizing the toolchain for their
specific research needs. The source code is open-sourced.

1 INTRODUCTION

As semiconductor technology advances, energy efficiency is becoming a significant barrier to scalability. This challenge has
resulted in the development of heterogeneous computing devices and the Dark Silicon phenomenon, in which portions of a
chip are selectively turned off to save energy. Non-volatile memory (NVM) technologies are a promising solution because
they provide energy-efficient alternatives to traditional volatile memory. Historically confined to storage applications such
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as SSDs and read-only instruction storage in embedded systems, new NVM technologies with access latencies approaching
those of DRAM [23, 97] have opened the door for their use as main memory with a moderate performance penalty.

However, diverse application contexts expose different design requirements. On the one hand, small and remote devices (e.g.,
edge servers at traffic lights or base stations in hard-to-access locations) may operate for extended durations with limited
maintenance. In these settings, high power consumption, frequent dirty data writebacks, and costly data restoration upon
wake-up are especially problematic for current memory technologies, including DRAM, SSD, and eFlash [10]. On the other
hand, data-center workloads continue to grow in scale and complexity, pushing SRAM and DRAM to their limits in terms of
performance, bandwidth, density, and energy usage. This has driven the evolution of memory technology toward greater
heterogeneity and specialization. NVMs, with their longer retention times, are well-positioned to play an important role in
this transition, particularly as an adaptable, energy-efficient memory option for a broader spectrum of applications, ranging
from power-constrained wearable devices up to large-scale enterprise systems.

However, to fully realize NVMs’ potential in mainstream computing, extensive research in computer architecture is required to
address their challenges , including limited endurance, higher fault rates, and expensive write operations. These characteristics
necessitate adaptive hardware-software co-design solutions to improve performance and longevity. Effective co-design
strategies must align software requirements with hardware limitations using techniques such as wear leveling, error correction,
and vertical integration, ensuring that both software and hardware work together to maximize NVMs’ capabilities.

Recognizing the importance of addressing these challenges as part of a broader effort to advance memory technologies, the
German Research Foundation (DFG) launched SPP 2377 in 2022. This 6-year national priority program brings together 23
principal investigators from 13 institutions and is subdivided into 14 research projects spanning topics such as computer
architecture, databases, compilers, and operating systems. The program investigates a wide range of issues related to emerging
memory technologies, including commercially available ones, such as FRAM, Intel Optane DIMMs, and UPMEM[26], as well
as experimental NVMs that are still in development.

This paper is based on a 3-hour tutorial session delivered at the ESWEEK 2024 conference. It describes a highly configurable
NVM simulation toolchain, developed in a collaborative effort within the SPP 2377. At its core, the toolchain builds atop
gem5 [14] and NVMain (using NVMain2.0 [77]). With this, we support further advancements in the field by making our
extensions accessible to the broader research community.

The toolchain enables the research community to do architectural exploration and study the behavior of target applications
before the NVM devices become commercially available. This paper introduces the reader to the basic operation of the
toolchain and provides a hands-on guide for the usage of our extensions, presented through a series of case studies that
demonstrate the types of architectural exploration the toolchain enables. We focus on four NVM research issues to illustrate
the toolchain’s capabilities. The first case study focuses on hybrid main memory (§3.1). The second case study focuses on
trace generation and trace-based wear-out analysis, which allows designers to examine memory access patterns and assess
the behavior of target applications (§3.2). The third case study explores architectural trade-offs in NVM-SRAM hybrid cache
designs (§3.3) Finally, the fourth case study demonstrates the use of NVM in Compute-in-Memory (CiM) architectures (§3.4).

2 BACKGROUND

NVM allows devices to wake up, operate, and power down without transferring data between memory and storage. NVM
also significantly reduces standby power consumption compared to SRAM. Lastly, most NVMs allow storing multiple bits
per memory cell, thus increasing memory density. From wearables and implantables to IoT and edge devices, NVM has the
potential to enable persistent low power operation. For example, a cell phone could extend its battery life by incorporating a
low-power NVM-based co-processor alongside its high-performance processor. The co-processor could monitor inputs, such
as audio commands, while the phone is in sleep mode, waking the main processor only when necessary.

NVM can drive further advancements in scaling advanced data center SoCs, such as the ARM Neoverse series [11], which
feature hundreds of cores per chip. These SoCs operate at the edge of physical limitations, making power efficiency and
effective cooling critical to maintaining performance without thermal throttling. Research on advanced sub-1nm process
Manuscript submitted to ACM
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nodes reveals that, depending on operating temperature, SRAM-based L2 caches can make up 25% to 50% of data center-grade
SoCs’ overall power consumption [66]. On the other hand, NVM offers an energy-efficient, area-efficient alternative to SRAM,
with the potential to significantly reduce the leakage current [32].

2.1 NVM Technologies

There are many different types of NVM technologies. Some rather mature NVM technologies include: Phase Change Memory
(PCM), Resistive Random-Access Memory (ReRAM), Ferroelectric RAM (FRAM), and Spin-Transfer Torque RAM (STT-RAM).
Unlike volatile memory, which stores data using electric charge, many NVM technologies represent data through resistance
levels, but each technology uses different materials and distinct physical principles to alter the state of the memory cell. PCM
uses heat to change the material state between crystalline and amorphous, while ReRAM moves ions within a dielectric
material. On the other hand, STT-RAM encodes data through the magnetic orientation of magnetic tunnel junctions (MTJs).

When PCMwas introduced to the market as Intel Optane Persistent Memory in 2019, it was unable to compete with DRAM due
to cost concerns. However, recent developments in material science research have revived interest in its potential, especially
for processing-in-memory architectures, because of its exceptional endurance (i.e., 2 · 108 cycles) and quick access times (i.e.,
40 ns) [97]. ReRAM as a replacement for SRAM can address the power and cooling issue for ultra-dense 3D ICs with tightly
coupled logic and memory [89]. Notably, recent fabrication of ReRAM-based AI accelerators has shown significant energy
savings by eliminating the need to load weights from off-chip memory [78]. FRAM, with its fast read/write speeds of around
50 ns, low power consumption, and high switching durability (i.e., 1013 cycles), has been widely adopted in RFID tags and
microcontrollers [87].

For a detailed comparison of NVMmaterial and architectural exploration for trade-offs in access latency, area, power efficiency,
and endurance, we advise taking a look into Pentecost et al.’s comprehensive survey [75].

2.2 Commercial Maturity of NVM

Commercially, NVMs have been in mass production for years. For example, Samsung began STT-MRAM’s mass production
in 2019. 8Mb of this NVM is used in Sony’s GPS receiver chip as part of Huawei GT2 smartwatch [23]. The NVM enables a
remarkable two-week battery life, far exceeding the few days of a volatile-memory-based smartwatch. In the data center
market, Intel’s release of Optane Persistent Memory (Optane DCPMM) in 2019 brought significant attention to in-memory
data structures for persistent memory. However, the discontinuation of Optane in 2022 due to low profitability reflects a
broader issue: NVM’s pricing remains uncompetitive with mature memory technologies. As shown in Table 1, data from
DigiKey as of November 2024 [1] reveals that NVM capacities are still significantly more expensive than DRAM or NAND flash.
While this cost disparity discouraged some researchers from exploring NVM further, NVM is finding success in specialized
markets where its unique capabilities align closely with application needs.

For example, NXP plans to integrate NVM into automotive microcontrollers, while Samsung and Sony are utilizing NVM as a
frame-buffer memory in advanced image sensors. Avalanche Technology has proposed deploying an 8 Gb MRAM package
in low earth orbit for space applications. In these specialized domains with well-defined software behavior, NVM provides
an opportunity for tight hardware-software co-design. Unlike general-purpose computing, where hardware is designed to
accommodate any software, these domains enable tailoring of NVM’s capabilities to specific applications.

While NVM alone might be expensive, pairing NVM with mature memory technologies proves cost-effective. IBM, e.g.,
integrated Everspin’s 1 Gb STT-MRAM chips into the IBM FlashCore Module, an enterprise-grade solid-state drive, to achieve
high reliability. Another promising use case is an SRAM and STT-MRAM hybrid last-level cache, as we explore in §3.3. The low
profitability of NVM also stems frommisconceptions about its role. Treating NVM as a drop-in replacement for DRAM imposes
stringent requirements—such as long retention times, errorless access, and low latency—that drive up costs unnecessarily.
Many applications do not require these demanding features, but aligning application requirements with NVM capabilities
requires tight hardware-software co-design. This process, however, demands extensive testing and iteration. Simulators play a
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critical role in this, offering a cost-effective and flexible way to explore hardware-software co-design strategies, optimize
NVM integration, and adapt its capabilities to meet application-specific needs.

Memory Type Price (USD) Capacity Price per gigabit (USD)
Infineon FRAM 50 16 Mbit 3125
Infineon ReRAM 10 512 Mbit 19.53
Everspin STT-MRAM 100 1 Gbit 100
Micron DRAM 108 256 Gbit 0.42
Kioxia NAND Flash 132 8 Tbit 0.0165
Table 1. Price, capacity, and price per bit for various memory types (source: Digikey).

2.3 NVM Simulation

To effectively adapt application-specific needs to a target NVM material’s unique characteristics (e.g., endurance limitations
and variable access latencies), researchers must iteratively explore co-design strategies that align hardware capabilities
with software requirements. A significant barrier to advancing NVM research is the lack of accessible experimentation
platforms. Academic researchers face the difficulties of limited access to real NVM devices, which are often proprietary, while
memory manufacturers encounter high costs associated with evaluating software behavior on physical NVM chips, given
their relatively slow access times and destructive write operations.

To overcome these limitations, software-based simulations offer a cost-effective means of exploring the design space. They
enable detailed modeling of system components and interactions, facilitating iterative co-design between hardware and
software. Simulations allow researchers to test architectural parameters, analyze memory behavior, and develop optimization
techniques without the constraints of physical hardware. An example, among many, is recent work that investigates the effect
of replacement policies on the lifetime of NVM caches [29].

There are two primary simulation methods widely used in NVM research: (a) Cycle-accurate full-system simulations provide
precise modeling of all system components and produce results that closely approximate running on real device behavior.
While this precision captures intricate interactions such as cache and TLB behaviors, it comes at the cost of significantly longer
execution times. (b) Trace-based simulations run on pre-produced logs of memory accesses. It offers a faster alternative to
cycle-accurate approaches, making them suitable for tasks like analyzing memory usage patterns or evaluating wear-leveling
algorithms. However, their accuracy depends heavily on the quality and comprehensiveness of the traces used.

2.4 Studied Toolchains

In this work, we focus on cycle-accurate full-system simulation for NVM research and offer a tutorial on a toolchain that
consists of gem5 and NVMain. The toolchain is widely used in the research domain of emerging memory technologies [37, 38,
41, 46, 47, 49, 51, 94, 95]. The tutorial is composed of four case studies that showcase our extensions to the toolchain, aiming
to familiarize the reader with a powerful utensil for their NVM research.

gem5 [14] is a widely used cycle-accurate full-system simulator for computer architecture research. It models critical side
effects, including cache set behavior, TLB misses and hits, and internal memory device states such as buffers and row hits.
NVMain [77] extends gem5 to model NVM technologies alongside DRAM and SRAM. Fig. 1 shows an overview of NVMain. It
can be configured to emulate the timing and energy parameters corresponding to different NVM technologies, as well as to
support detailed investigations of memory behavior. Its subarray modeling captures core memory operations, such as the
varied access latency of multi-level cell (MLC). It also performs access accounting, which reflects memory wearing and enables
studies of endurance enhancement. NVMain also offers fault injection to analyze the impact of memory defects and failures.

To ease evaluation, the toolchain comes with a set of benchmarks that offer diverse memory access patterns. This set was
assembled throughout our previous work [35, 37, 38, 42] and it includes benchmarks from MiBench [33] as well as from
Olden [80]. These benchmarks were previously [42] ported to Unikraft [50], which we added to the toolchain in [36]. Unikraft
is a unikernel kit that bundles the required kernel functionality with the application into a single binary. This minimizes binary
Manuscript submitted to ACM
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Fig. 1. Overview of the NVMain flow. Adapted from [46, 77].

size by excluding unnecessary services and consolidates all functionality into a single address space, where the latter can
simplify memory access analysis. Unikraft is highly compatible with Linux, which makes it simple to port Linux applications
to Unikraft.

3 CASE STUDIES

The four case studies presented in this tutorial paper are as follows:

(1) Memory SubsystemModeling: This case study introduces the configuration (e.g., timing and scheduling) and simulation
of DRAM and NVM-based main memories, and the implementation of custom memory operations in NVMain, such as
RowClone for in-memory bulk copying. By the end of this case study, readers will be equipped with the knowledge to
evaluate and refine memory system designs, enabling them to make informed decisions tailored to specific application
needs.

(2) Trace Writer: This case study introduces the trace-writing capabilities of NVMain2.0, providing step-by-step guidance
on integrating and customizing trace writers for diverse use cases. The reader will learn how to set up a basic trace
writer, integrate it into the toolchain’s build process, and log essential memory access information. Additionally, this case
study explores how to analyze logs for tracking NVM wear-out and examining memory access patterns. By the end, the
reader will be equipped with the knowledge to extend NVMain2.0’s trace-writing functionality for specific research or
development needs.

(3) NVM-SRAM Hybrid Caches: This case study presents an architectural exploration of hybrid caches consisting of
SRAM and STT-RAM cells. The reader will learn how to configure asymmetric read/write latencies for different memory
materials, how to vary the non-volatility ratio, and how to evaluate their energy and performance impact, demonstrated
through an image processing task (read-intensive) and a merge sort algorithm (write-intensive). The case study enables
exploration of novel cache replacement policies and evaluating the trade-offs of hybrid memory systems specific to
applications of interest.

(4) Compute-in-Memory (CiM): This case study details the step-by-step modifications required to integrate Compute-in-
Memory (CiM) functionality into gem5, including extending memory controllers, implementing CiM-specific operations,
and adapting simulation parameters for accurate modeling. The resulting CiM-enabled system is evaluated with several
real-world applications. The reader gains insights into the architectural differences between CiM and traditional Processing-
in-Memory (PIM), the trade-offs of different CPU-CiM communication methods, and the physical placement of CiM
components within memory modules.

For setting up the toolchain, please see the setup instructions provided in appendix §4.

3.1 DRAM and NVMs-Based Main Memory Simulation

3.1.1 Overview. As stated in Section 1, NVMs have the potential to replace conventional SRAM and DRAM technologies but
require careful design decisions to mitigate the impact of their challenges, e.g., non-reliability, expensive write operations, on
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the running application’s accuracy, overall performance and energy consumption. Various optimizations have been proposed
to achieve this including: novel architectural designs, memory controllers, and efficient scheduling strategies [52, 79].

Nonetheless, choosing the right memory technology and determining the best set of optimizations for a specific application
domain is non-trivial and requires system-level simulations to validate and refine design and optimization decisions. To this
end, this case study provides a step-by-step introduction to the memory subsystem design, focusing on understanding its key
components and comparing DRAM and NVM technologies using NVMain. As explained in Section 2.4, the modular structure
and various simulation modes of NVMain enable quick prototyping and evaluation of memory systems, whether for specific
application needs or to enhance overall system performance.

3.1.2 Objective. This case study aims to familiarize readers with memory subsystem simulation by guiding them through the
various components of NVMain. Specifically, it introduces readers to exploring architectural features, reordering memory
requests to improve row buffer hits, and leveraging write and read queues to optimize NVMs’ access latency. Since we
cannot cover all parts of the memory subsystem, we intentionally select different experiments related to memory system
modeling and optimizations, providing insights that enable readers to make tailored modifications of their choice. The case
study also includes an introduction to configuring and simulating hybrid main memory systems, i.e., combining DRAM and
NVM technologies. Finally, we show how to implement new memory operations exemplified by RowClone, a technique that
enhances the functionality of modern memory systems for efficient bulk copies in memory.

3.1.3 Methodology. Before delving into the different experiments, let us first introduce key simulation parameters, including
memory timings and scheduling policies.

Timing in DRAM and Non-Volatile Memories:
Single-Bank Timing: In DRAM, a read cycle requires restoring data (tRAS = activation + restoration time) and starting precharge
before closing a row, as reads destroy data in the capacitor. The read cycle time (tRC) includes activation (tRCD), restoration,
and precharge (tRP). In contrast, read operation in NVMs is non-destructive, so restoration is not needed. The read cycle for
NVMs is dominated by tRCD + tBURST. Inter-Bank Timing: To manage power and limit peak current, tFAW (four activation
window) restricts four activations within a set time, while tRRD (Row-to-Row Activation Delay) spaces out activations to
prevent excessive current. These rules apply within and across bank groups. In NVMs, high write currents and long write
times can overlap between writes and activations, managed using parameters like tWWD (Write-to-Write Delay), tWAD
(Write-to-Activation Delay), and tAWD (Activation-to-Write Delay).

Scheduling Policies:
Memory controller’s scheduling policies significantly affect the overall performance. Below are some commonly used policies
implemented in NVMain:
First-Come-First-Served (FCFS): In single-bank timing, requests are processed in their arrival order without optimizing for
delays caused by row activation or precharge. This hurts inter-bank parallelism, as idle banks must wait for pending requests
in busy banks.
First-Ready First-Come-First-Served (FR-FCFS): In single-bank timing, FR-FCFS reorders requests to maximize row-buffer
hits; leading to a reduced number of row activations and precharges that reduce the access latency. For inter-bank timing,
parallelism is maximized by overlapping requests across banks, enabling some banks to process read/write requests while
others handle activations or precharges.
First-Ready First-Come-First-Served with Write Queue Flush (FR-FCFS-WQF): In single-bank timing, writes are batched when
the write queue fills, minimizing write-to-read penalties. For inter-bank timing, write batching is coordinated across banks to
prevent stalling reads, improving efficiency and reducing delays.

In the following, we outline instructions to guide readers to conduct experiments and achieve the desired objective (see
Section §3.1.2). The are total four tasks in this case study that are organized into two categories: (i) full-system simulation
using gem5 and NVMain, (ii) Stand-alone trace-driving simulation using NVMain. The first two tasks focus on exploring the
performance trade-offs of memory controller scheduling policies and hybrid memory setups, and the last two tasks cover
Manuscript submitted to ACM
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trace-based simulations and the implementation of new operations in NVMain. All file paths used in these instructions as well
as the current working directory are relative to root/simulator/, with root being the toolchain’s repository’s root directory.

Performance Comparison of Scheduling Policies:
The impact of different scheduling policies on performance is illustrated by compiling the matrix multiplication (MM)
application (see Appendix 4) and executing it on gem5 with a desired configuration. The scheduling policy (FCFS, FRFCFS, or
FRFCFS-WQF) can be configured in the configuration file, nvmain/Config/PCM_ISSCC_2012_4GB.config, before running
any simulation. For instance, changing the memory controller policy from the FCFS to FRFCFS or FRFCFS-WQF and examining
statistics such as the number of row buffer hits and misses and the access latencies (rb_hits, rb_miss, averageLatency

and averageTotalLatency), provides insight into performance differences. averageLatency reflects the memory module’s
internal service time, excluding system-level queuing delays, while averageTotalLatency represents end-to-end latency.
For FCFS, rb_hit and rb_miss are both zero, with averageTotalLatency in the millisecond range. With FRFCFS, row buffer
hits appear but remain low and averageTotalLatency is reduced to ∼ 6𝜇𝑠 . FRFCFS-WQF introduces separate read/write
queues, significantly increasing rb_hits beyond misses. While queue latency rises, averageLatency improves, indicating
less read/write operations on NVM cells.

Hybrid Memory Simulation:
Hybrid main memories that combine DRAM and NVM have been widely explored in research and industry. gem5 supports
the simulation and evaluation of configurations integrating DRAM and NVM as main memory. These configurations leverage
NVM’s high density and persistence alongside DRAM’s speed, enabling the design of architectures that enhance memory
capacity and efficiency while addressing data retention challenges.

The hybrid_example.py file provides an example configuration of such a hybrid memory system. To test this configuration,
Appendix §4 presents some commands to run the STREAM benchmark [64]. In the stream.c file, lines 181–196 demonstrate
how to allocate arrays in the data segment as pinned memory statically. The memory address ranges are defined in line 89 of
hybrid_example.py. Again, we refer to the commands in Appendix §4 to compile and simulate the stream kernel with the
desired pinned memory size.

The performance results of the hybrid memory configuration on the STREAM benchmark demonstrate improvements in both
latency and bandwidth compared to a DRAM-only system. The hybrid setup balances the strengths of DRAM’s high-speed
access with the cost-effectiveness and persistence of NVM. Further system-level optimizations, such as more advanced memory
scheduling policies and fine-tuned data placement strategies, could further leverage the potential of hybrid memory systems
for diverse application scenarios. Section 3.3 provides another use case of hybrid memory simulation for hybrid caches.

Trace-Driven Simulation:
NVMain also supports trace input files (see Figure 1), which must follow the specified format ( 1 ) in Figure 2(a). To simulate a
trace file on NVMain (either in fast, debug, or prof mode), the configuration file, the trace file, and the number of simulation
cycles should be specified. Appendix §4 illustrates the specific commands to view an example trace file and run it using
NVMain. The trace-driven simulation specifically focuses on the memory subsystem (and not on the full system) and enables
using NVMain with other simulators/frameworks, i.e., the input trace does not necessarily need to come from gem5. It also
provides more flexibility and control over the simulation which is why we will use it in the next task to introduce new memory
operations. The integrated full-system simulation with gem5 would require extending a few classes in the memory model of
gem5 to make it work. For instance, if the new operation is neither a read nor a write, a new type should be specified; if the
operation has to be exposed to the programmer, a new instruction or pseudo-instruction should be introduced. Additionally,
changes would be required to the cache coherence protocol to ensure data coherence in CPU caches.

Adding a New Operation:
NVMain can be extended to support new operations and simulate tailored memory system designs, e.g., for CiM (Compute-in-
Memory). For instance, it has been demonstrated by previous research that bulk data copying and initialization can be done
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8 Y. Chen et al.

within the main memory to eliminate data transfer over the external bus. For DRAM, the RowClone [83] mechanism can copy
an entire row from a source address to a destination address via back-to-back activation. Similarly, in-memory mirroring [88]
performs copy directly within the resistive crossbar memories without the need to read the data.

To implement RowClone in NVMain, multiple classes need to be modified, as summarized in 2 of Figure 2(a). Copying a
source row (src) to a destination row (dst) falls into one of these two cases: both rows are within the same subarray, in
which case the RowClone (RC) is performed using Fast Parallel Mode (FPM); or src and dst reside in different banks or
different subarrays within the same bank, hence accomplished by the Pipelined Serial Mode (PSM) [83]. In the provided code
(details in Appendix 4), the RowClone functionality is limited to FPM. The code parses memory commands whose opcode is
RC and contains two addresses, as highlighted in 1 . To support FPM, the subarray model accepts back-to-back ACTIVATEs
if they belong to the same subarray, otherwise, it drops the second ACTIVATE. Appendix 4 presents commands to compile
NVMain as a stand-alone tool and simulate RC operations from a trace file. Table 2(b) presents the memory latency and energy
improvements achieved by FPM RowClone for bulk copying and zeroing 4KB of data. The baseline for comparison is the same
operation performed by the CPU (details in Appendix 4). FPM [84] refers to the estimations provided in the original paper,
while FPM (NVmain) refers to our validation results from this case study.

(a) NVMain classes to modify

Copy Zero
Memory
Energy
(µJ)

Baseline 3.6 2.0
FPM [84] 0.04 0.04
FPM (NVMain) 0.04 0.05

Latency
(ns)

Baseline 1046 546
FPM [84] 73 73
FPM (NVMain) 90 90

(b) Latency and energy validation

Fig. 2. Overview of the modifications made to NVMain to support RowClone and its validation

Insight:

This case study provided insights into customizing NVMain, both stand-alone and with gem5, covering main memory
simulations based on DRAM, NVM, and hybrid DRAM-NVM configurations, and new memory operations. Specifically,
the RowClone operation was demonstrated as an example, highlighting its potential for efficient in-memory bulk copies.

3.2 Access Tracing and Data Processing Using Trace Writers

3.2.1 Overview. Emerging NVM technologies have the potential to complement or partially replace DRAM as main memory,
but they face the challenge of wear-out over time. If memory cell updates are unevenly distributed, heavily updated memory
bits can wear out prematurely, reducing the overall capacity and lifespan of the memory. In the worst case, the memory will
fail when the first cell is fully worn out. To mitigate this issue, wear-leveling techniques are essential. There exists a wide
variety of various wear-leveling approaches on hard- and software-level [20, 41, 54, 55, 67, 73, 96, 103]. The data-comparison
write scheme [103] is a hardware-based technique that reduces unnecessary write operations. The memory cell is only updated
when the target value differs from the one currently stored. For most NVMs, wear is only induced by writing but for some
technologies, such as FeRAM [76], it can also be inflicted when reading. Software-based wear-leveling solutions can be better
Manuscript submitted to ACM
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tailored to the application’s needs by focusing on important memory regions or reacting to specific access patterns. Usually,
such solutions involve more spatial and computational overhead compared to hardware-based solutions but they might be
applied when a suitable hardware-solution does not exist.

While many wear-leveling solutions have gained popularity, their evaluations often lack depth. In our previous work [42], we
built on the toolchain presented in this paper to develop a new wear-analysis method that provides a detailed assessment of
NVM wear-out at a single-bit granularity. This approach tracks the number of bit flips per memory cell during an application’s
simulation, as bit flips are directly proportional to wear. The collected data is then recorded in a trace for further analysis,
applying metrics that provide insights into how applications induce different degree of wear on NVM. This detailed wear
analysis helps refine and optimize wear-leveling strategies while making previously in-house evaluation methods more
comparable.

Besides wear-out analyses, the simulation toolchain described in this study can provide insights into many aspects of memory
behavior. For example, it may monitor library usage patterns [36] and examine read access patterns [37]. This may be used to
assess cache replacement policies, debug and profile workloads, and discover abnormal memory access patterns or security
risks such as side-channel attacks. In summary, the cycle-accurate full-system simulation provides information beyond
wear-out patterns, making the trace writer a very useful tool for broader system research.

3.2.2 Objective. In this case study, we want to familiarize the reader with NVMain2.0’s trace writing capabilities, enabling
them to utilize these to their full extent for various use cases. To this end, we provide step-by-step instructions that guide the
reader through the creation of a new trace writer. We cover a) the creation of a basic trace writer skeleton and its integration
into the toolchain’s build process, b) basic logging functionality and available simulation information, and c) processing
during tracing for additional information and further analysis.

3.2.3 Step-By-Step Instructions. In this section, we guide the reader iteratively through the creation of a new trace writer in
NVMain2.0, such that they can set up a suitable instance for their respective use case. Given the root directory NVM_Simulation
of the toolchain’s repository, all pathsmentioned in this section are relative to NVM_Simulation/simulator/nvmain/traceWriter/.

Skeleton and Build Integration:
For any use case, a trace writer’s general setup remains the same. First, we show how to create a basic trace writer skeleton
and integrate it into the toolchain’s build process. Start by creating a class for the TutorialTraceWriter (*.h/*.cpp) that
inherits from the base class NVM::GenericTraceWriter. The base class is provided by NVMain2.0 for custom trace writers to
ensure an interaction with the simulation is possible, i.e., known hook-functions that can be called regularly by the simulation
are present. Declare the functions shown in Listing 1 in the TutorialTraceWriter’s header file.

Listing 1. Trace Writer Skeleton

class TutorialTraceWriter : public NVM:: GenericTraceWriter {

public:

virtual ~TutorialTraceWriter () = default;

virtual bool SetNextAccess(NVM:: TraceLine *nextAccess) override;

virtual std:: string GetTraceFile () override;

virtual void SetTraceFile(std:: string file) override;

private:

std:: ofstream traceFile;

std:: string traceFileAddress;

};

Additionally, include the variables shown in Listing 1. They will store the resulting trace file’s address as well as provide
an output-file-stream required for the actual logging. The inherited function GetTraceFile() and SetTraceFile() are
mandatory for NVMain2.0 to create the trace file in the first place. Define them in the trace writer’s source file as shown in
Listing 2.

Listing 2. Getter/Setter Definition

std:: string TutorialTraceWriter :: GetTraceFile () {

return traceFileAddress;
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}

void TutorialTraceWriter :: SetTraceFile(std:: string file) {

traceFileAddress = file;

traceFile.open(traceFileAddress.c_str());

if (! traceFile.is_open ()) {

std::cout << "File␣could␣not␣be␣opened!" << std::endl;

}

}

With the fundamental functions in place, the trace writer needs to be integrated into NVMain2.0’s build process. For this, add
all source files to the SConscript. It is part of SCons [25], the build system at hand, which lists all source files to consider
when building. Furthermore, since NVMain2.0 uses the factory pattern [28] to handle client code, the TutorialTraceWriter

needs to be added to the TraceWriterFactory’s source file. For both, stick to the practice of the current implementation
in place. Finally, the system’s configuration needs to be adapted. Open the NVM’s configuration file that is to be used for
your simulation, i.e., any .../Config/*.config. It contains the key parameters that specify the NVM’s behavior. However,
it is also used to configure the trace writer that will be used during the application’s simulation, where three entries need to
be modified. These are PrintPreTrace, allowing to toggle the trace writer’s usage, PreTraceFile, specifying the resulting
trace file’s name, and PreTraceWriter, which indicates the trace writer that is to be used. Toggle the usage to true, set a
trace file name and select the TutorialTraceWriter. This concludes the skeleton’s setup, which now can be built upon with
meaningful logging behavior.

Logging Functionality:
To enable logging, the trace writer provides an output-file-stream through which content can be put to the resulting trace.
In context of these step-by-step instructions, the variable that stores the stream is traceFile, which you have added when
setting up the trace writer skeleton. When the simulation is started, the output-file-stream will be opened and it can be written
to with standard C++ I/O-stream operations. To get started with logging, go ahead and use the trace writer’s destructor to put
"Hello World" to the resulting trace. See Listing 3 for comparison. Build the toolchain, which is required because the modified
trace writer needs to be compiled, and run the simulation as described in appendix §4 using the helloworld-benchmark. Check
if you got the desired results.

Listing 3. Hello World

TutorialTraceWriter ::~ TutorialTraceWriter () {

traceFile << "Hello␣World" << std::endl;

}

Knowing how to add to the resulting trace, we move to modify the TutorialTraceWriter such that it logs meaningful information
on the simulated application. When simulating, the function SetNextAccesss() is called with every access to the NVM.
All information on the access are passed to the function in form of TraceLine objects. By default, these objects contain
information on:

• The targeted physical address of memory the memory access (GetAddress().GetPhysicalAddress())
• The type of memory access, e.g., read or write (GetOperation())
• The data that will be put to / read from the memory address (GetData())
• The current cycle (GetCycle())
• The thread identification (GetThreadId())

In our previous work [36], we have modified the toolchain to additionally provide information on the current program counter.
Knowing the application’s memory layout, i.e., where the individual libraries are placed in the .text-section (see [36] for
details), it allows to identify which part of the application has caused the respective memory access. You can access this
information with get_program_counter()1.

To complete this step of the instructions, go ahead and put some information available on the memory access to the resulting
trace. We propose to log the access’ targeted physical memory address, its operation and the last byte of the data that
1Requires to enable the bit flips simulation extension. See appendix §4 for details.
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is to be read or written. Stick with the format "Address | Operation | Data". Doing so should modify the function
SetNextAccess() to look similar to Listing 4 2

Listing 4. Basic TraceLine Logging

bool TutorialTraceWriter :: SetNextAccess(NVM:: TraceLine *nextAccess) {

const OpType operation = nextAccess ->GetOperation ();

std:: string opString;

if(operation == NVM::READ) {

opString = "READ";

} else if(operation == NVM:: WRITE) {

opString = "WRITE";

} else {

opString = "OTHER";

}

traceFile << std::hex << nextAccess ->GetAddress ().GetPhysicalAddress () << std::dec << "␣|␣";

traceFile << opString << "␣|␣";

traceFile << static_cast <uint64_t >( nextAccess ()->GetData ().GetByte (0));

return true;

}

Processing During Tracing:
Simply logging available information, as shown previously, can be useful, but for some use cases, it may not be sufficient. In
addition to storing data placement in the resulting trace, the trace writer can process memory access information to prepare
the trace for further analysis or generate additional insights. For example, in our previous work [42], we compared the old
content of accessed memory addresses to their new values and recorded the number of bit flips per memory cell. At the end of
the simulation, the recorded data was stored in the trace as a histogram.

Specifically for NVM simulation, processing simulation data can be particularly useful for wear-leveling development and
optimization. This approach allows evaluating wear-leveling techniques by simulating their impact on memory accesses
without requiring modifications to complex structures, such as an operating system service. Additionally, hardware-based
solutions can be assessed using a trace writer before investing in prototype development, enabling early-stage validation and
refinement.

To provide a concrete example of what’s possible, we create an example trace writer that tracks NVM per block. Let’s start by
creating a fresh trace writer skeleton. Then, define a map that associates each block index with an integer value. For the sake
of this example, use blocks of size 4KB. Next, within the function SetNextAccess(), check whether each memory access is a
write operation. If it is, determine the affected block and increment its recorded access count by one. Finally, to store the
recorded data in the trace file at the end of the simulation, write the map to the trace writer’s destructor using the format
“Index | Accesses”. Refer to Listing 5 for comparison.

Listing 5. Trace Block Accesses

/*

* Variables accessMap and blockSize are defined in the header file.

* The blockSize in the example is 4KB.

*/

TutorialTraceWriter ::~ TutorialTraceWriter () {

for(auto entry : accessMap) {

traceFile << entry.first << "␣|␣" << entry.second << std::endl;

}

}

bool TutorialTraceWriter :: SetNextAccess(TraceLine *nextAccess) {

if(nextAccess ->GetOperation () == NVM::WRITE) {

accessMap[nextAccess ->GetAddress ().GetPhysicalAddress () / blockSize ]++;

}

return true

}

2The function needs to return true to indicate that the memory access was handled correctly.
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The toolchain’s repository includes two additional exercises on creating a new trace writer. For more details, please refer to
Appendix §4.

Insight:

In this case study, we guide the reader on integrating a basic trace writer into NVMain2.0, enabling them to perform
basic logging operations on the application’s behavior. In addition, we show how the trace writer can be used to process
simulation data for additional insight, promoting its versatility for development and analysis.

3.3 Heterogeneous Cache Simulation

3.3.1 Overview. Particularly for the area of embedded systems, the SRAM technology conventionally used for cache memories
has a number of sub-optimal properties. Namely, SRAM cells are very space inefficient and incorporate a high static power
consumption. As mentioned in §2.2, non-volatile STT-RAM is a promising alternative to SRAM, due to its low static power
and high density allowing for smaller chip designs. Nevertheless, a pure STT-RAM cache will likely suffer from high write
overhead and cost. Instead, a hybrid cache combining both SRAM and STT-RAM is a promising direction [43, 82, 92, 98]. In
this case study, we present a tool to evaluate different configurations of hybrid cache designs.

3.3.2 Objective. Fig. 3 illustrates the memory hierarchy of the analyzed system, with a PCM-based main memory connected
to the CPU via a hybrid cache. This study examines how the SRAM-to-STT-RAM ratio in the hybrid cache affects dynamic
energy consumption and overall latency across various embedded applications. The goal is to provide insights for designing
an optimal ratio tailored to specific application requirements.

Main
MemoryCacheCPU

Volatile

Non-Volatile

Fig. 3. Overview of the hybrid volatile/non-volatile memory hierarchies analyzed in this case study.

3.3.3 Methodology. As gem5 does not support any hybrid caches out of the box, the following extensions were necessary. a)
STT-RAM cells have different access latencies, depending on whether a cell is read or written, with write latencies being
higher as the orientation of the magnetic field has to be changed when switching the content of a cell. Therefore, the simulator
naturally had to be extended to feature asymmetric STT-RAM access latencies, along the (symmetric) access latency for SRAM
cells. b) Furthermore, the simulator was extended to generate a number of statistics specific to hybrid caches in order to give
key insights into the experimental results. Most importantly, we have added statistics to count the number of accesses, further
split between read and write accesses, to each of the two cache sections, namely the volatile SRAM and the non-volatile
STT-RAM section. This access distribution can not only be used for the analysis of cache access patterns, but is also used to
calculate the dynamic energy consumption caused by accesses to the different sections of the cache.

As mentioned in the previous section, the degree to which non-volatility is introduced to the cache hierarchy is a key point of
our analysis. To be precise, the hybridization of the caches takes place on cache set level. The cache set where requested data
is potentially located is determined by the address of the request. In an 𝑛-way associative cache, implementing 𝑛0 cache lines
per set in SRAM and 𝑛1 cache lines in STT-RAM technology, wrt. 𝑛0 + 𝑛1 = 𝑛, thus allows for data to be placed in either the
SRAM or the STT-RAM section. In order to evaluate hybrid caches with different degrees of non-volatility, we have added a
parameter called nvBlockRatio which sets the percentage of cache lines per set that are simulated as being implemented
in the non-volatile STT-RAM technology, i.e., 𝑛1 =

⌊
nvBlockRatio

100 · 𝑛
⌋
. The effect of different nvBlockRatio settings on the

configuration can be seen in Fig. 4

Using the Unikraft, we build the unikernels containing our test applications for this case study: a) An image processing

application performing 2D convolution on a 384 × 384 large input image using a 3 × 3 large kernel and b) a merge sort
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4-way associative cache
...

...

V D Tag Data
...

...

V D Tag Data
...

...

V D Tag Data
...
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V D Tag Data
...

...

V D Tag Data

Volatile Non-Volatile

nvBlockRatio = 0 nvBlockRatio = 25 nvBlockRatio = 50 nvBlockRatio = 75 nvBlockRatio = 100

Fig. 4. Hybrid (mixed volatile/non-volatile) cache architecture. Visualization on how the nvBlockRatio Parameter influences the technological
composition of a cache set.

Read Latency Write Latency Read Energy
(per access)

Write Energy
(per access)

SRAM Cache 2 Cycles @240 MHz 2 Cycles @240 MHz 0.009 nJ 0.009 nJ
STT-RAM Cache 2 Cycles @240 MHz 8 Cycles @240 MHz 0.007 nJ 0.056 nJ

Table 2. Characterized read/write latencies and average read/write access energies of the SRAM and STT-RAM cache section, respectively.
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Fig. 5. Latency and dynamic energy consumption under different degrees of non-volatility for a write-intensive merge sort application.

application sorting an array consisting of 32, 768 integers. These applications are chosen as they incorporate typical tasks for
embedded systems and feature vastly different memory access patterns. More precisely, the image processing application is
on the read-intensive side, with 9 input image values and 9 kernel values required to be read in order to write a single output
image value. Contrarily, the merge sort application can be located on the write-intensive side. This is due to the sub-arrays
generated after each split of the first phase of the merge sort algorithm being written to a new memory location, before
writing back the sorted values to the original array in the second phase of the algorithm. The compiled unikernels can then
simply be handed to the simulator.

The latency and energy parameters selected for the SRAM and STT-RAM cache sections, respectively, are of utmost importance
for the validity of any experimental results. As accurate parameters stemming from measurements on actual hardware are
hard to come by, along with STT-RAM based caches still not yet being commercially available on a widespread basis, we rely
on NVSim [27] to provide us with the necessary parameters on different memory technologies. The selected parameters are
displayed in Table 2. However, since the toolchain is highly flexible, plugging in different parameter values, in case more
accurate measurements become available, is straightforward and does not require any changes to the underlying framework.
NVMain2.0 is further utilized to simulate the underlying non-volatile PCM main memory modeled after the characteristics
given in [24].

In the following, we run the simulation for a system with a 240 MHz out-of-order CPU, employing a 32 kB 4-way-associative
hybrid data cache. By increasing the nvBlockRatio Parameter from 0 to 100 in steps of 25 (acc. to Fig. 4), we can observe the
results displayed in Fig. 5 and Fig. 6.
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Fig. 6. Latency and dynamic energy consumption under different degrees of non-volatility for a read-intensive image processing application.

Latency: We can identify, that a higher degree of non-volatility barely influences the overall latency, despite the high NVM
write latency. This is explained by the fact, that in case of a cache write the CPU does not stall until the write is completed,
unless data from the very same cache line is required in the meantime, which is rarely the case.

Dynamic Energy: While the observation in the latency dimension holds for both applications, the dynamic energy under
varying degrees of non-volatility behaves differently for the two applications. For the write-intensive merge sort application,
displayed in Fig. 5, the dynamic energy consumption rises proportionally with the increased degree of non-volatility. This is
to be expected, as the higher degree of non-volatility also implies a higher number of high energy NVM writes. However,
this is not the case for the image processing experiment, as seen in Fig. 6. Here, as the application is highly read-intensive
with read accesses in STT-RAM being more energy efficient than in SRAM, introducing NVM to a low degree can even
reduce the dynamic energy consumption of the cache. Using the toolchain with our hybrid cache extensions, we can thus
analyze in which application scenarios and to which degree the introduction of NVM to the cache hierarchy proves the
most beneficial. Furthermore, for this case study, no replacement policies that consider the characteristics of the underlying
memory technologies were analyzed. These policies performing placement decisions according to, e.g., the predicted write
intensity of future accesses, can further boost the performance of hybrid caches to a notable degree [7, 63, 94].

3.3.4 Step-by-Step Instructions. In the following we will provide a step-by-step guide on how hybrid caches are implemented
in gem5. First, we will create a HybridCache SimObject by inheriting the base methods from gem5’s base cache class located
in src/mem/cache/base.cc. To account for the hybrid cache’s asymmetric read/write latencies, we add additional parameters
for the read and write latency of the non-volatile STT-RAM section. Additionally, in order to generate meaningful statistics
that allow for the analysis of hybrid caches, we add statistics for the dynamic energy consumption and number of accesses per
section. The gem5 CacheBlk, representing a cache line, is extended to a HybridCacheBlk, carrying the additional information
whether the cache line is considered to be implemented in a volatile or non-volatile manner. Whenever a cache line is accessed
in the extended base cache class, we check for the volatility of the corresponding HybridCacheBlk. Depending on whether
the cache line is volatile or not, we thus take the latency and energy parameters for the SRAM or the STT-RAM section,
respectively, as seen in the following listing where we exemplarily display the code for setting the latency and logging
statistics following a write access to the hybrid cache.

HybridCacheBlk* hyblk = dynamic_cast <HybridCacheBlk *>(blk);

Cycles lat = hyblk ->isVolatile () ? dataLatency : dataWriteLatency;

if (hyblk ->isVolatile ()) {

hybrid_stats.noOfVolWrites ++;

hybrid_stats.dynEnergy += volWriteEnergy;

} else {

hybrid_stats.noOfNonVolWrites ++;

hybrid_stats.dynEnergy += nonVolWriteEnergy;

}

The cache lines themselves are initialized and managed in the BaseTags class located in src/mem/cache/tags/base.cc. To
set the cache lines as volatile/non-volatile in accordance to the previously described nvBlockRatio parameter, we set the
HybridCacheBlk’s volatile flag in the HybridSetAssoc class, which is derived from the BaseTags class.

int numNvBlocksPerSet = (nvBlockRatio /100)*assoc;
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int numNvBlocksInSet = 0;

// Initialize all blocks

for (int blk_index = 0; blk_index < numBlocks; blk_index ++) {

HybridCacheBlk* blk = &blks[blk_index ];

if (blk_index

numNvBlocksInSet = 0;

// Set whether block is volatile or non -volatile

if (numNvBlocksInSet < numNvBlocksPerSet) {

blk ->setVolatile(false);

numNvBlocksInSet ++;

} else {

blk ->setVolatile(true);

}

}

On the Python configuration level in configs/common/Caches.py, we can define, e.g., L1 Data Caches as shown below, which
are derived from the introduced HybridCache class, with hybrid-cache-specific parameters set to any desired value.

class L1DCache(HybridCache):

assoc = 4

nv_block_ratio = 50

data_read_latency = 2

data_write_latency = 8

...

The connection between the C++ SimObjects containing the functional implementation and the Python classes setting a
configuration is realized in src/mem/cache/Cache.py as follows.

class HybridCache(ClockedObject):

type = 'HybridCache '

cxx_header = 'mem/cache/hybrid_cache.hh'

cxx_class = 'gem5:: HybridCache '

data_read_latency = Param.Cycles("Data␣read␣access␣latency")

data_write_latency = Param.Cycles("Data␣write␣access␣latency")

...

Furthermore, the additional hybrid-cache-specific parameters which can be set in the configuration files are named here.
For the HybridSetAssoc class, this is performed analogously in the src/mem/cache/tags/Tags.py file. By running a gem5
simulation with Cache SimObjects of the HybridCache type, the analysis of heterogeneous cache architectures is thus made
possible. See §4, for a more detailed description of the concrete command to perform and evaluate a simulation run.

Insight:

In this case study, we have learned how gem5 can be extended to support caches incorporating both SRAM and STT-RAM
cells. We have observed in the experiments, that the write latency overhead of STT-RAM is barely noticeable in application
scenarios. While the introduction of NVM inherently lowers static power consumption in caches, even under conventional
replacement policies, hybrid caches can further reduce dynamic energy consumption, depending on the characteristics of
the application. Owing to gem5’s flexibility, our extension thus provides the opportunity to quickly evaluate the potential
of hybrid caches when developing novel cache policies or investigating novel use-cases.

3.4 Compute-in-Memory (CiM)

3.4.1 Overview. Modern computing systems predominantly rely on the von Neumann architecture [93], where the CPU
handles data processing and memory components are dedicated to storage [40]. This design results in frequent data transfers
between the CPU and memory, causing significant energy consumption and performance bottlenecks, collectively known as
the “memory wall.” These transfers account for up to 60% of system energy use, with memory access consuming far more
energy than computational operations [16, 45, 74]. Additionally, DRAM faces scaling limitations, with its capacity growth
lagging behind increases in processing power, partly due to the shrinking reliability of DRAM cells [17, 58, 59].
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The Compute-in-Memory (CiM) architecture has emerged as a viable solution to reduce the energy cost of data movement. By
bringing processing capabilities closer to the data, CiM reduces reliance on the CPU [31, 70, 71]. These architectures range
from minimal hardware changes for simple operations, such as bulk data manipulation, to more complex designs integrating
processing cores near memory arrays. While the latter supports a wide range of applications, challenges such as design
complexity, frequent CPU interactions, and task-offloading inefficiencies limit their practicality [71]. Simplified CiM designs,
focusing on specific applications, reduce information exchange with the CPU and ease programming challenges, making them
ideal for parallelizable tasks like DNA sequencing [8, 39, 100], image processing [60, 85], and database operations [56, 90]. As
advanced memory technologies that tightly couple memory with logic units have entered mass production (e.g., HBM [44]
and HMC [72]), CiM is the industry’s next frontier [48].

However, current research has mostly focused on SRAM-based and DRAM-based CiM architectures, leaving a gap in tools for
NVM-based CiM design and evaluation. NVMs, as discussed in §1, offer significant advantages such as reduced static power
leakage, no need for data refreshing, and improved scalability. These properties make NVMs particularly promising for CiM,
where energy efficiency and scalability are critical [30, 70]. NVM like ReRAM has resistive properties that enable efficient
analog-based MAC and Boolean computations with minimal hardware modifications.

Recent advancements in NVM-based CiM modules demonstrate their potential for practical implementations. Leading
foundries, including TSMC, Samsung, and IBM, have fabricated CiM modules using ReRAM, STT-MRAM, and PCM. For
instance, TSMC has integrated ReRAM and STT-MRAM into CiM designs for neural network acceleration [18, 22], while
Samsung and IBM have demonstrated CiM modules using STT-MRAM and PCM [21, 53], respectively. These developments
showcase the ability of NVM-based CiM architectures to address the performance and energy limitations of traditional
computing systems, highlighting their potential to enable more efficient and scalable designs.

3.4.2 Objective. Existing CiM simulators, such as CIM-SIM [13], MNSIM [99], NeuroSiM [19], PiMulator [69], MultiPIM [104],
Sim2PIM [81], and PIMSim [102], offer capabilities like full-system simulation, reconfigurable technology and architecture,
and cycle-accurate modeling. However, our CiM extension is the first to integrate all these features specifically for NVM.
Designed with detailed modeling, modularity, and extensibility, our extension prioritizes realistic design choices to ensure
practical applicability in real-world scenarios. The following subsections provide an in-depth exploration of these features.

3.4.3 Methodology. To gain a deeper understanding of the proposed CiM extension, we begin by discussing the general
design choices, the available alternatives, and the reasoning behind these decisions. This approach helps readers comprehend
the requirements for practical architectural design while enabling them to identify potential improvements and trade-offs.
Subsequently, we provide a detailed implementation guide for the gem5 framework in the following subsections.

CiM vs. PIM: A central distinction in this design is between CiM and PIM (Processing-in-Memory)Joao: I’d suggest changing
it to CnM/PnM. many papers use pim as a synonym for cim.. PIM integrates processing cores near memory to support diverse
applications but faces challenges such as complex design, frequent CPU data exchanges, and system support issues (e.g.,
coherency mechanisms and task-offloading granularity) [12, 30, 65, 70]. CiM, by contrast, focuses on minimal modifications to
the memory periphery for specific tasks like bulk bitwise operations or data copying [83]. This narrower scope simplifies
programming, reduces CPU interaction, and enables a streamlined design. Additionally, CiM leverages the unique resistive
properties of NVM for efficient analog computations, such as MAC and Boolean operations [12, 30, 34], using simple crossbar
circuitry modifications. This design resembles SIMD cores with much larger register sizes (equivalent to a memory bank’s
row), making CiM highly efficient for parallelized, data-intensive applications.

CPU-CiM Communication: This can be implemented in two ways: 1 Custom Instructions and 2 Memory-Mapped I/O.
While the The first approach is well-suited for accelerators closely connected to the CPU core. However, it requires significant
CPU modifications (e.g., pipeline and control logic changes) and is tied to specific ISAs, which limits compatibility. The second
approach maps the CiM module’s physical address space into the virtual address space of applications. While it introduces
communication delays due to OS involvement, it avoids the design challenges of custom instructions and is more flexible,
making it the preferred choice in this case.
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Physical Placement of CiM Components: A critical design decision for CiM components is their physical placement
within the main memory module, which consists of multiple memory chips. While integrating CiM circuitry directly into
each chip allows for parallel processing of simple operations like logical AND, it faces challenges with operations like logical
shifts that require contiguous data. Modeling CiM as a separate chip adjacent to memory chips addresses some issues but
introduces power, latency, and communication protocol challenges due to the DDR interface’s lack of dedicated signal lines.
Despite these trade-offs, using LRDIMM (Load-Reduced Dual In-Line Memory Module) modules, commonly found in server
applications, offers a practical solution. LRDIMMs enhance signal integrity, reduce system modifications, and provide added
benefits like error correction and improved simulation flexibility, making them ideal for CiM integration.

Finally, memory controllers, which are highly complex and integrated into modern CPUs, present a unique challenge for CiM
implementation. Modifying these controllers requires careful consideration to avoid performance bottlenecks or compatibility
issues. Proposals involving such changes must carefully balance hardware and software implications. As with other extensions
discussed in this article, we utilize the gem5 framework [15, 62] for modeling and simulation purposes. Fig. 7 shows a simplified
X86 system where minimal changes are required for CiM integration. Only a few components within the LRDIMM module
are modified, while the CPU-integrated memory controller and memory chips remain unchanged.
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Fig. 7. x86 with CiM-capable memory
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Fig. 8. Structure of the CiM chip

3.4.4 Step-by-Step Instructions. This subsection discusses the programming model for the CiM extension, provides examples
and supported operations, and concludes with a brief discussion on how it is enabled in gem5. The CiM extension operates
similarly to a SIMD core, with CiM rows acting as registers and supporting only simple operations on column-aligned data. A
CiM-capable chip resembles a conventional memory chip with modifications to row decoders (‘Dec.’, for multi-row activation)
and sense amplifiers (‘SA’, for multi-reference voltages), as illustrated in Fig. 8. Simple operations, like bitwise AND, are
performed by simultaneously activating rows and applying the appropriate reference voltage across the sense amplifiers. To
support more complex operations, CMOS-based CiM Logic is added after the column selector multiplexer, enabling tasks like
bitwise NOT. Input signals for these units are managed by a state machine in the CiM controller, which processes commands
from user applications. As illustrated in Fig. 9, a NAND operation involves activating operand rows for a parallel AND (step
1 ), loading results into the CiM Logic for a NOT operation (steps 2 to 3 ), and storing the final results back into memory
(step 4 ). Listing 14 shows the implementation of the NAND operation in a user application with the help of CiM API. To
provide a practical example that includes both a loop and a conditional statement, Listing 15 presents a sequential for loop in
regular C++ code that uses the ternary operator (‘?:’), and Listing 16 shows the conversion of this code into the CiM version,
with the loop unrolled.

Table 3 lists the essential operations implemented in the CiM extension. We have applied these operations to several real-world
applications, including the following: 1 BitIndexing (BIT)[91]: Bitmap-formatted database queries are ORed together, and
the results are ANDed with another query. 2 BLASTN algorithm (BLS)[9]: Used for searching short DNA sequences within
large DNA or protein sequences. 3 Morphological Image Processing (MIP)[86]: Implementation of Dilation and Erosion
algorithms with binary-coded input images of various filter sizes. 4 Marching Squares (MSQ)[61]: An algorithm designed to
extract contour lines from 2D images. 5 Shifted Hamming Distance (SHD)[101]: A well-known algorithm for calculating
edit distances in short DNA sequences. 6 BitWeaving (BWV)[57]: A technique developed for efficiently scanning database
queries in memory. These applications are categorized as Embarrassingly Parallel [68], making them well-suited for CiM
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Fig. 9. Steps required to perform a NAND operation.

implementation. Other operations, such as MAC for binarized vector-to-matrix multiplication, are also included in the source
files to support the implementation of simple neural network applications. Users can refer to the provided application examples,
CiM API code and documentation, as well as other modules, such as OS drivers offered by the CiM API, to gain a better
understanding of CiM implementation.

Table 3. Essential operations supported by the CiM extension.

Operation Type Operation Source Destination Description

In Memory Array AND, OR, XOR A List of Rows A Single Row
(Default: SA output) Perform bitwise operation

In CMOS Periphery
COPY A Single Row

(Default: SA output) A Single Row

Copies row content
Optional: bitwise rotation

NOT_COND
Performs bitwise NOT

Or vector mask operation.

In CiM Controller
Or DMA-Related

copy_to_cim A pointer to a vector CiM row number Copies vector to/from a CiM row
If DMA: Main Memory↔ CiMcopy_to_cpu CiM row number A pointer to a vector

To summarize, Fig. 10 illustrates the modifications made to the gem5 framework to enable the CiM extension. The only
alterations to the gem5 codebase involve the AbstractMemory class, which has been adapted to monitor interactions with the
CiM address space, and the MemInterface class, which has been updated to adjust the access time for any request associated
with the CiM address space. The CiMHandler class serves as the primary component responsible for managing CiM commands.
It accomplishes this by interpreting opcodes, configuring the state machine, assigning appropriate timing, and ultimately
invoking the relevant operation function via the CiMOperationInterface. The CiMOperationInterface acts as the base
class for all CiM operations, providing a pure functional implementation. This class can be extended to incorporate detailed
modeling or fault injection capabilities (e.g., the CiMFaultInjection class, as shown). Most parameters can be configured
through the gem5 simulation configuration file, allowing users to select among different technologies or specify various
timing values. Additionally, users can extend the source code by overriding the provided functions. Finally, as with the
previous extensions discussed in this article, either the ‘CDNCcim=1’ or ‘CDNCcimFS=1’ flag must be specified during the gem5
compilation process, depending on the desired simulation mode (system emulation/full-system simulation mode), to enable
the CiM extension. Detailed steps for setting up and running the CiM extension are provided in the Appendices section.

MemCtrl

AbstractMemoryMemInterface
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CimHandler CimOperationInterface

CimFaultInjection

Monitor interaction with CiM address regionUpdate timing according to CiM status

Perform specified operation
Extend base class
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Fig. 10. Summary of modifications, contributions, and communications regarding the CiM extension in gem5.
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Insight:

This case study provides a comprehensive guide to the practical realization of CiM, highlighting key challenges and
offering researchers clear directions for getting started. Our CiM extension stands out by combining full-system simulation,
flexible technology and architecture, and detailed circuit modeling, specifically targeting NVM technologies. It focuses
on accuracy, reconfigurability, and expandability, enabling realistic design decisions and facilitating hardware/software
design-space exploration for CiM applications.

4 CONCLUSION

In this collaborative work from the SPP 2377 priority program, we present a tutorial that demonstrates extensions to a toolchain
based on gem5 and NVMain. We show how to use the toolchain for architectural exploration and development of co-design
strategies for emerging memory technologies. Four case studies were discussed: hybrid main memory, trace-based wear-out
analysis, heterogeneous cache design, and compute-in-memory architectures. These case studies not only demonstrate the
toolchain’s versatility and depth, but also provide researchers with the knowledge they need to extend and customize it for
their specific applications. We also provide open access to the source code and setup instructions in the hope of increasing the
reproducibility of research in NVM co-design.
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APPENDICES

Toolchain Setup

In this appendix, we describe how to set up the toolchain described in this work. Toolchain’s respository on Github [3] also
includes a README-file with more details on the setup instructions. This setup is based on our previous work [42], in which
we made the toolchain more accessible by integrating it with an IDE.

To work with the presented toolchain, we recommend setting up the environment the same way we do. For this, Visual Studio
Code [5], its extensions for working with remote development container [6] as well as Docker [4] are required. Please see
their respective documentation for setup instructions or the repository’s README-file. Alternatively, you can use your own
environment, as long as Docker is supported.

To begin with, go ahead and download the repository. After downloading, go into the repository’s root directory and
execute Listing 6

Listing 6. Submodule initialization
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$ git submodule init

$ git submodule update

This will set up the source code for gem5, NVMain, Unikraft, and the benchmarks.

Now start Visual Studio Code and open up the repository’s directory. A prompt should pop up, asking, if you want to reopen
the directory in a development container. Go ahead and do so. If not asked, the directory can be reopened in a container via
the blue "Remote Window" icon in the bottom left of Visual Studio Code.

Before using the toolchain, it needs to be compiled. For this, we have provided an example script (ExampleBuild.sh) within
the repository that you can use. It provides some general commands that enable building and executing the toolchain. In its
current version, it compiles the toolchain with our bit flip simulation extension enabled (see section §3.2). More information
on the compiled simulation environment can be found within the example script. Please modify it to your liking or use your
own build commands. However, in the context of this appendix, move into the repository’s root directory and run Listing 7

Listing 7. Build gem5 and NVMain

$ ./ ExampleBuild fb

The command builds gem5 and NVMain. If at any time, you want to use the provided benchmark applications, you first need
to build them with Listing 8

Listing 8. Build benchmarks

$ ./ ExampleBuild ba BENCHMARK_NAME

To start a simulation run Listing 9 with any application, e.g., one of the benchmarks.

Listing 9. Run simulation

$ ./ ExampleBuild e APPLICATION_NAME

Following these instructions puts the repository in a usable state that has our bit-flip simulation extension enabled, i.e., you
can directly start to follow section §3.2. In case you want to enable other extensions, please provide the respective flags when
building gem5 and NVMain. For reference, see Listing 10 compared to Listing 11.

Listing 10. Build without flags

$ python3 `which scons ` -j 8 EXTRAS =../ nvmain ./build/ARM/gem5.fast

Listing 11. Build with the CDNCcim flag for X86 architecture, without the NVMain extension

$ python3 `which scons ` CDNCcim =1 -j 8 EXTRAS =../ nvmain ./build/X86/gem5.fast

We currently provide the following flags for the features we have extended the toolchain with:

• tu_dortmund: Bit flip simulation
• CDNCcim: Compute in Memory for NVM
• hybrid_cache: Heterogeneous cache extension

While building (see Listing 10), you may notice that the target binary is gem5.fast in the directory ARM. Specifying the
binary type (fast, debug, opt) works solely by defining the target binary. For example, to include debug information, use
gem5.debug instead. The same applies to the ISA, e.g., switching from ARM to X86, for both of which the toolchain has been
tested 3. For details on build versions, refer to gem5’s official documentation [2]. The example script builds the .fast - version
for ARM as shown in Listing 10. You might also need to build the binary for X86 target and m5 library, use the following
command:
3Due to an addressing issue when integrating NVMain with the latest gem5 version, the flag X86 needs to be provided when targeting X86 architectures. With
ARM, the flag can be ignored. Other ISAs are currently not handled.
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Listing 12. Build X86 target and m5 library

$ python3 `which scons ` -j 8 EXTRAS =../ nvmain ./build/X86/gem5.fast

$ python3 `which scons ` -j 8 EXTRAS=gem5/util/nvmain -C gem5/util/m5 build/x86/out/m5

From this point, you can follow the case studies presented in this work. They all assume that the repository was set up using
the instructions above. If a different repository state is required, the case study will provide the necessary steps. For more
details on the overall toolchain setup, we refer the readers to the repository’s README file and its components’ respective
documentation.

Main memory simulation, hybrid setup and new operations

Once you have set up the NVM_Simulation repository, switch to a different branch using the following command:

Listing 13. Build gem5 and m5 library

$ git checkout Tutorial -NVM

Then, compile the gem5.fast binary for the X86 architecture by running the commands in Listing Listing 12. After this, you
are ready to proceed to run the different experiments.

Timing and scheduling policies. The first task runs a matrix multiplication in gem5. Compile the sample mm.c using the
following command:

$ gcc -O3 -static NVM_tutorial/mm.c -o NVM_tutorial/mm.bin

To obtain statistics for a specific code region, i.e., excluding the program’s initialization or finalization phases and only
focusing on the matmul computation kernel, the following m5 calls were be placed around the region of interest (RoI):

#include <gem5/m5ops.h>

...

m5_reset_stats (0, 0);

/*** Region of Interest ***/

m5_dump_stats (0, 0);

...

This also requires the compile command to be updated to include the m5 library, as shown below:

$ gcc -O3 -static NVM_tutorial/mm_m5.c -I gem5/include/ -lm5 -Lgem5/util/m5/build/x86/out -o NVM_tutorial/

mm_m5.bin

To run this application in gem5 using NVM memory, use the following command, as mentioned in §3.1.3:

$ gem5/build/X86/gem5.fast --outdir=FCFS example/se.py --cpu -type=DerivO3CPU --caches --mem -type=

NVMainMemory --nvmain - config=nvmain/Config/PCM_ISSCC_2012_4GB.config --cmd NVM_tutorial/mm_m5.bin &>

FCFS/nvmain_stats.txt

With this command line, Gem5 records the statistics in the output directory (i.e., FCFS/stats.txt) for the first chunk of the RoI
between the markers "Begin" and "End". The NVMain output is redirected (FCFS/nvmain_stats.txt) and is divided into two
chunks, starting with i0.defaultMemory and i1.defaultMemory..., where the first chunk corresponds to the RoI.

As described in §3.1.3, you can change the memory controller in the NVMain configuration file to FCFS, FRFCFS, FRFCFS-WQF

and re-run the above command to notice the different on the result (in the generated stats file).

Hybrid main memory simulation. The previous task uses gem5+NVMain to simulate an NVM memory. To simulate a hybrid
memory, open the gem5 system configuration file using:

$ cd sims/tudr/nv-gem5

$ nano configs/deprecated/example/hybrid_example.py
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In this file, one can configure the memory types and specify the number of channels for the system.

### hybrid_example.py (Line 130)

args.mem_channels = 1 # single mem_ctrl

args.external_memory_system = 0

args.hybrid_channel = True

args.mem_type = "DDR4_2400_16x4"

args.nvm_type = "NVM_2400_1x64"

### configs/common/MemConfig.py (Line 246)

# mem_ctrl.dram = dram_intf

### configs/common/MemConfig.py (Line 267)

mem_ctrls.append(nvm_intf.controller ())

### hybrid_example.py (Line 130)

args.hybrid_channel = False # for separate mem_ctrls ...

system.mem_ctrls [0]. dram.addr_mapping = "RoRaBaCoCh"

system.mem_ctrls [1]. dram.addr_mapping = "RoRaBaCoCh"

To test this configuration, use the following commands to run the STREAM benchmark [64] on the gem5 simulator:

$ gem5/build/X86/gem5.fast gem5/configs/deprecated/example/hybrid_example.py NVM_tutorial/stream_8k.bin

$ gem5/build/X86/gem5.fast gem5/configs/deprecated/example/hybrid_example.py NVM_tutorial/stream_8k_P.bin

Trace-based simulation. To view the NVMain trace format and a sample trace, run the following command:

$ cat nvmain/Tests/Traces/hello_world.nvt

Use the following command to compile NVMain and simulate this trace file.

$ cd nvmain

$ python3 `which scons ` --build -type=fast

$ ./ nvmain.fast Config/PCM_ISSCC_2012_4GB.config Tests/Traces/hello_world.nvt 1000000

Adding new operations. Use the following commands to test a trace file with rowclone requests.

$ ./ nvmain.fast Config/Config /2 D_DRAM_example.config Tests/Traces/row_clone.nvt 1000

You can also view the trace file Tests/Traces/row_clone.nvt to see the rowclone requests.

$ cat nvmain/Tests/Traces/row_clone.nvt

In the generated output, similar to the read, write requests statistics, you can also see the rowclone statistics.

Access Tracing and Data Processing Using Trace Writers

In this appendix, we give more insight on details that exceed the scope of this appendix’s respective case study.

Additional Trace Writer Exercises. Complementary to the respective case study’s step-by-step instructions, in the toolchain’s
repository, there are also exercises that teach how to add a new tracewriter to NVMain Each exercise comeswith some base code
and an example solution. To follow these exercises, go into the repository’s submodule that is located at repository_root/simulator/nvmain
and checkout one of the following branches:

• Trace-Writer-Tutorial-Ex1: Base for exercise 1 - Setting up a trace writer skeleton.
• Trace-Writer-Tutorial-Ex1-Solution: Example solution for exercise 1.
• Trace-Writer-Tutorial-Ex2: Base for exercise 2 - Put actual data to the trace.
• Trace-Writer-Tutorial-Ex2-Solution: Example solution for exercise 2.
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Everything that we provide for the exercise can be found under
repository_root/simulator/nvmain/traceWriter/ESWeekTraceWriter/,
including the instructions for the exercise.

Heterogeneous Cache Simulations

In this appendix, we provide a concrete example on how to run a gem5 simulation with hybrid caches enabled, as shown
in §3.3. As part of the repository, we provide a specific configuration named fs_hy.py, where the instantiated caches are
objects of the HybridCache class. To perform a simulation with hybrid caches and a non-volatile main memory simulated in
NVMain, the following command can be used:

$ ./build/ARM/gem5.opt configs/example/fs_hy.py --bare -metal --kernel=path_to_unikraft_kernel --cpu -type=

O3CPU --sys -clock =240 MHz --cpu -clock =480 MHz --machine -type=VExpress_GEM5_V2 --dtb -filename=system/arm/

dt/armv8_gem5_v2_1cpu.dtb --mem -size=4GB --mem -type=NVMainMemory --nvmain -config =../ nvmain/Config/

PCM_ISSCC_2012_4GB.config --caches --l1d_size =32kB --l1i_size =32kB --l1d_assoc =4 --l1i_assoc =2 --

l1d_nv_block_ratio =50

Whereas, the l1d_size or l1d_assoc are part of gem5’s default fs.py configuration to set the size and associativity of the
L1 data cache, we have added the l1d_nv_block_ratio parameter. This parameter can be set to any desired value between 0
and 100, setting the percentage of L1 data cache lines per set that are treated as being implemented in NVM technology, as
explained in §3.3. Vice versa, for the L1 instruction cache, these settings can be changed via the prefix l1i (instead of l1d in
front of the parameter name.

class L1Cache(HybridCache):

...

data_read_latency = 2

data_write_latency = 8

vol_read_energy = 0.009

non_vol_read_energy = 0.007

vol_write_energy = 0.009

non_vol_write_energy = 0.056

In addition to the latency settings, the class definitions in configs/common/HybridCaches.py also contains parameters for
the dynamic energy consumption regarding read- and write accesses to the volatile and non-volatile cache section, respectively.
For experimental reasons, the parameters in this file can be set to any desired value.

After performing a simulation, by default, the resulting statistics are dumped in m5out/stats.txt. Here, among many other
statistics, the number of CPU cycles, as well as the number of accesses to each cache section and the resulting dynamic energy
consumption, according to the previously set energy parameters, are dumped as shown in the following:

system.cpu.numCycles ... # Number of cpu cycles simulated (Cycle)

...

system.cpu.dcache.noOfNonVolReads ... # Number of reads to non -vol cache blocks (Count)

system.cpu.dcache.noOfVolReads ... # Number of reads to vol cache blocks (Count)

system.cpu.dcache.noOfNonVolWrites ... # Number of writes to non -vol cache blocks (Count)

system.cpu.dcache.noOfVolWrites ... # Number of writes to vol cache blocks (Count)

system.cpu.dcache.dynEnergy ... # Dynamic energy caused by cache accesses (nJ)

Using this statistic dump and the above mentioned command to run the simulation with different l1d_nv_block_ratio
settings, we can generate plots as shown in our case study.

Compute-in-Memory (CiM)

This appendix provides code samples (Listing 14, Listing 15, and Listing 16) for implementing CiM application-level code and
converting C++ code to CiM code with the help of the CiM API, as discussed in §3.4. Additionally, in the following, it provides
toolchain setup steps and utilizing CiM extention.
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Listing 14. Simple vector-wise NAND operation implementation in a user application.

// Including CiM API

#include "cim_api.hpp"

// ...

// Instantiating CiM object

CimModule cimModule;

// initializing CPU side arrays

uint8_t a[CimModule.ROW_SIZE] {0};

uint8_t b[CimModule.ROW_SIZE] {0};

uint8_t c[CimModule.ROW_SIZE] {0};

// initializing CiM rows

cimModule.copy_to_cim (0, (void *)&a[0]); // row0 <- a...

cimModule.copy_to_cim (1, (void *)&b[0]); // row1 <- b...

cimModule.copy_to_cim (2, (void *)&c[0]); // row2 <- c...

// Performing NAND operation

cimModule.AND ({0 ,2}); // SA outputs = row0 & row2

cimModule.NOT_COND (1); // row1 = ~SA outputs

// Copying results back to CPU side array

cimModule.copy_to_cim ((void *)&b[0], 1); // b... <- row1

Listing 15. An example of using a ternary operator inside a for loop in C++.

for(size_t i=0; i< CimModule.ROW_SIZE; i++)

a[i] = (b[i]==0 x12) ? c[i] : d[i];

Listing 16. Converting the ternary operator to CiM code, along with unrolling the loop.

cimModule.copy_to_cim (0, (void *)&b[0]); // row0 <- b...

cimModule.copy_to_cim (1, (void *)&CONSTx12 [0]); // row1 <- 0x12...

cimModule.copy_to_cim (2, (void *)&c[0]); // row2 <- c...

cimModule.copy_to_cim (3, (void *)&d[0]); // row3 <- d...

cimModule.copy_to_cim (4, (void *)&a[0]); // row4 <- a...

cimModule.XOR ({0 ,1}) // (b[i]==0 x12)

cimModule.NOT_COND(5, false , true); // row5 <- 0xff if result is 0, otherwise 0x00

cimModule.NOT_COND(6, 5, true , false); // row6 <- ~row5

cimModule.AND ({2 ,5}) // row7 <- row2 & row5

cimModule.COPY (7)

cimModule.AND ({3 ,6}) // row8 <- row3 & row6

cimModule.COPY (8)

cimModule.OR({7 ,8}) // a <- row7 | row8

cimModule.COPY (4)

Minimal CiM Implementation from Scratch. To understand how to implement and run full-system-based CiM simulations
with gem5, and to build the required materials such as device drivers, please clone the toolchain’s repository on GitHub [3]
using the ‘--branch cdnc‘ flag. Then, open it in Visual Studio Code’s development container mode. This will automatically
download and initialize the necessary repositories. The cdnc folder within the repository contains video tutorials on creating
a custom disk image and transferring the necessary files into it using QEMU. Additionally, the README file includes a detailed
step-by-step guide for running the provided examples.

To test and execute the provided examples and disk image, open Visual Studio Code, navigate to the ‘Terminal’ tab, and select
‘Run Task’. Choose the task Run skip-Steps1and2.sh to download the required materials. Once the process is complete,
select the Run step3-testingWithGem5.sh task to compile and execute gem5. If the setup is successful, you can access the
gem5 guest terminal and run the examples as described in the mentioned README file.
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Using the Provided CiM Extension. To use the CiM extension, refer to the instructions in the Toolchain Setup appendix. After
compiling gem5 with the appropriate flags (e.g., Listing 11), navigate to the simulator/gem5/tests/test-progs/CDNCcim
folder. This folder contains the application codes provided, as well as scripts to build and run the examples.
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