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Abstract—Recently proposed ambipolar nanotechnologies al-
low the development of reconfigurable circuits with low area
and power overheads as compared to the conventional CMOS
technology. However, using a conventional physical synthesis flow
for circuits that include gates based on reconfigurable FETs
(RFETs) leads to sub-optimal results. This is due to the fact that
the physical synthesis flow for circuits based on RFETs has to
cater to the additional gate terminal per RFET transistors. In the
present work, we explore three important verticals that lead to an
optimized physical synthesis flow for RFET-based circuits with
circuit-level reconfigurability: (1) designing optimized layouts of
reconfigurable gates, (2) utilize special driver cells to drive the
reconfigurable portions of a circuit, and (3) optimized placement
of these reconfigurable parts in separate power domains. Exper-
imental evaluations over EPFL benchmarks using our proposed
approach show a reduction in chip area of up to 17.5 % when
compared to conventional flows.

I. Introduction
With the downscaling of CMOS transistors below 15 nm,

the gains in performance are not any longer proportional to
the overall cost involved [1]. Hence, several emerging nan-
otechnologies with exciting properties such as memristors [2],
spin-based devices [3], [4] and reconfigurable FETs [5]–[8] are
being explored in order to favorably offset this performance-
to-cost ratio.

Out of these, reconfigurable FETs (RFETs) belong to a
specific class of emerging nanotechnologies which demon-
strate ambipolar electrical properties at the device level. Am-
bipolarity is a phenomenon by which transistors demonstrate
both p- and n-type conductivity on application of external
bias. Ambipolarity is a virtue of device physical properties at
technology nodes below 40𝑛𝑚 and is suppressed in a typical
CMOS manufacturing process [9]. However, the same ambipo-
larity can be enhanced using special process techniques [10]
to devise technologies which can show extended logical func-
tionality. This extended logical functionality manifests itself
as device-level reconfigurability in RFETs, which can be used
to build gates and circuits which offer higher functionality per
computation unit [10], [11].

Most of the research in the domain of reconfigurable
nanotechnologies has been primarily focused on four main
levels. First, at the transistor level, where various materials like
carbon [8], graphene [12], silicon [5], [6], germanium [13]
and even 2D-materials like graphene p-n junction [7] and
WSe2 [14] have been explored, showcasing electrical sym-
metry for both p and n-type behavior. Second, at the logic
optimization [15], [16] and technology mapping levels [17],
[18], where modifications to existing EDA tools have been
proposed primarily at the logic synthesis level. Third, at

the circuit level where efficient manually designed circuit
have been proposed [11], [19], [20]. Lastly, at the fourth
level, where various applications have been explored using
these technologies [21], [22]. Among applications, device-level
reconfigurability is one of the most promising solutions for
enabling hardware security [23], [24].

However, a major research aspect which has been missing
until now is the support of these works from the physical
synthesis point of view, i.e., their compatibility with existing
synthesis flows. Earlier works like [25], [26] focused on
physical synthesis for RFETs on a configurable sea-of-tiles
like fabric. Similarly, physical synthesis for a class of RFETs
was proposed in [27] where the authors presented an open
source flow based on lef and liberty files with a benchmark-
level evaluation.

In this work, we primarily focus on optimizing area by
exploring ways to improve the physical synthesis for RFET-
based circuits through creative use of multiple power domains
and power shut-off (PSO). To the best of our knowledge, there
has been no prior work on the placement and routing of re-
configurable logic gates based on these emerging technologies,
which is a prerequisite for reconfigurable logic circuits. The
major contributions are:

• We propose new area-optimized layouts for reconfigurable
logic gates based on RFETs.

• We propose two approaches for placement and routing of
RFET-based circuits. We use driver cells to generate the 𝑃
and 𝑃 signals required by the reconfigurable logic gates.
Such an approach leads to localization of reconfigurable
components of the circuit which can find large applications
in hardware security [28]

• Since RFETs are used for reconfigurable logic gates and
hence reconfigurable circuits [11], we investigate how the
ratio between reconfigurable and conventional logic gates
affects chip area, wirelength, and power consumption.

We evaluate our two approaches using the EPFL benchmark
suite [29]. Compared to the state of the art as proposed in [27],
we get area improvements of up to 17.5 %, and reduce the
static power consumption by 4.4 % on average.

The remainder of the paper is organized as follows. Sec-
tion II gives details about the motivation of the work and lays
the fundamental concepts and background relevant for this
work. Section III introduces the concept of driver cells and
discusses the overall physical design flow. This is followed by
Section IV which discusses our experiments and put forth the
results and analysis for our approach. Section V summarizes
this paper and presents future works.
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Fig. 1: The figure on the left shows a transistor with two gate
terminals – A as CG and P as PG. Changing the potential at P
leads to change the electrical characteristics of the device from
p to n-type functionality. The graph on the right side shows
the electrical symmetry between p and n-type behaviour [10].

Fig. 2: Schematic of the minority (MIN) logic gate proposed
in [27] containing an inverter.

II. Background and Motivation
A. Ambipolar Nanotechnologies

Transistors or nanodevices which can combine the func-
tionality of both p-type and n-type devices in a single device
are termed as either ambipolar devices [6] or reconfigurable
(field-effect) transistors (RFETs) [10]. Several devices based
on materials like silicon, germanium, carbon, or graphene
have been demonstrated to exhibit ambipolar behavior. The
electrical symmetry between p- and n-type behavior becomes

visible in their 𝐼-𝑉 transfer curves as shown in Fig. 1. Recon-
figurable FETs generally come with one or more additional
contact terminals which act as control knobs for changing
the functionality. In Schottky-junction-based nanowire devices,
such as silicon or germanium nanowires, there are two types
of gate terminals—the program gate (PG) and the control
gate (CG) [30]. The program gate controls the direction of
the flow of the charge carriers and hence is responsible for
reconfiguring the functionality. The control gate, on the other
hand, is analogous to the gate terminal in traditional CMOS
transistors, since it controls the flow of charge carriers through
the channel.

From a geometry perspective, 1D devices like silicon [5],
[6] or germanium [13] nanowires have shown excellent recon-
figurable properties. These are enabled by Schottky-junctions
between metal-silicon structures. The conductivity is then
controlled by two or more independent gate terminals. Just
like CMOS transistors, RFETs are also voltage-driven devices.
RFETs follow a similar top-down manufacturing process as in
the case of CMOS and hence are ahead of other emerging
nanotechnologies (such as spin-based devices) in terms of
commercial adoption [30], [31].

Similarly, several planar devices (some literature refers them
as 2D devices as well) like graphene p-n junctions [7] and
recently proposed 2D-transition metal dichalcogenide (TMD)
based on materials like MoTe2 [32] and WSe2 [14] have also
been demonstrated to exhibit reconfigurable properties at the
device-level.

B. Motivation
Due to the inherent ambipolarity offered by these emerging

reconfigurable nanotechnologies, transistors and hence logic
gates demonstrate runtime-reconfigurability by applying dif-
ferent bias voltages to the program gate of a single or a
group of transistors [11]. This runtime-reconfigurability can be
exploited for developing polymorphic logic gates [33] at low
area, power and delay overheads. Several such reconfigurable
logic gates such as AOI-OAI21 and even NAND3-NOR3 have
been demonstrated in prior works [10], [11]. Such poly-
morphism allows to achieve efficient solutions for hardware
security, particularly for logic locking schemes [4], [34], [35].
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Fig. 3: (a) Layout of the minority (MIN) logic gate proposed in [27] containing an inverter. (b) Our newly proposed layout of
a MIN gate with 𝑃, 𝑃 (PBAR) as separate input signals. (c) Our improved MIN gate layout for the PSO approach.



However, these earlier works have overlooked the physical
design flow for circuits based on RFETs. Hence, the impact
of security measures over routing and placement have been
missing which leads to a more abstract overheads in terms of
area and power. The present work looks at physical synthesis to
support such logic-locking-based hardware security schemes.
We explore various approaches in physical synthesis flow for
RFETs-based circuits and discuss concrete area and power
numbers by carrying out a benchmark-level evaluation. We
also discuss how the variability of reconfigurable logic further
affects the area and other parameters of the circuit. We refrain
from security analysis as these evaluations using logic-level
modelling have been carried over RFETs-based circuits in
previous works such as [27], [34], [36]. These works clearly
show that practical security can easily be achieved against
seminal SAT-based attacks [37] using RFET-based circuits1.
Hence, for the sake of reader’s understandability, we take a
trivial example of logic-locking in which the starting RFET-
based circuit is only mapped with NAND and NOR logic
gates. We then replace some portions of these gates with
MINORITY gate (a polymorphic gate which can be configured
either as NAND or NOR) and carry out physical synthesis to
demonstrate our approach and findings.

C. Previous Works

In terms of circuit design flow, most of the earlier works
targeted either at logic optimization [15], [17], [18] or at
the level of manually designed circuit elements [19], [39],
[40]. While they showed great improvements in the overall
functional capabilities of RFETs, an important consideration
of physical synthesis for RFET based circuits has been over-
looked. For RFETs, where a single device has more contact
terminals as compared to traditional CMOS, placement and
routing are more challenging for conventional approaches.
Although RFETs lose to CMOS in terms of number of contacts
per transistor, they make up for this with their higher functional
expression, since the overall number of transistors per circuit
is greatly reduced. This has been demonstrated particularly
in [11], [20].

There have been relatively fewer attempts to target physical
synthesis flows for RFETs-based circuits [26], [27]. The au-
thors in [26] proposed a technology-independent sea-of-tiles
fabric where individual logic gates can be mapped easily.
However, such a sea-of-tiles fabric is incompatible with con-
ventional physical synthesis flows. Hence, it is required to de-
sign a complete EDA flow comprising both logic and physical
synthesis for RFET-based circuits [27]. The authors proposed
layouts for logic gates and also for reconfigurable logic gates
such as minority (MIN), presenting an end-to-end open-source
flow. However, the layouts they discussed were pessimistic
because they assumed for every reconfigurable logic gate an
inverter within the cell layout boundary. This layout design had
a negative impact on area, delay and power. In the present

1For more information over logic-locking and SAT-based attacks, readers
are requested to refer [38]
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Fig. 4: Approaches for physical synthesis of RFETs. (a) Layout
of reconfigurable logic gate proposed in [27]. 𝑃 and 𝑃 signals
are driven by inverting logic embedded within the logic gate.
(b) Out native approach which removes the inverting logic
and uses separate driver cells for generating 𝑃 and 𝑃. (c) Our
PSO-based approach that groups reconfigurable logic gates in
power domains which are driven by common 𝑃 and 𝑃 signals.

work, we start with the open-source flow [27] and propose
new layouts and placement approaches to optimize physical
synthesis for RFET-based circuits.

III. Exploring Physical Synthesis
In [27], the authors proposed layouts of reconfigurable logic

cells. These gates contain an inverter (within the gate bound-
ary), so that both 𝑃 and 𝑃 are available for reconfiguration.
The MIN gate in Fig. 2 (schematic) and Fig. 3a (layout) is such
a gate [27], in which the inverter is located on the left side,
connected to 𝑉𝑑𝑑 and 𝑉𝑠𝑠. A diagrammatic representation is
shown in Fig. 4a. In this case, M1 metal wires were used for
𝑉𝑑𝑑 and 𝑉𝑠𝑠, while the 𝑃 and 𝑃 signals were routed together
with all other signals using polysilicon, M1, and M2. Because
𝑉𝑑𝑑 and 𝑉𝑠𝑠 are only needed for the operation of the internal
inverter, their wiring wastes valuable routing resource that
cannot be used to connect 𝑃, 𝑃, and all other signals. This
also leads to an increased pin density and an area overhead for
each reconfigurable logic gate in the circuit. In our work, we
mitigate these issues by removing the inverter which leads to
a smaller cell area, decreased pin density, and more available
routing resources for the 𝑃&𝑅 tool.

A. Concept of Driver Cells
In order to enable reconfigurable functionality using RFET-

based logic gates, an inverting logic is imperative to generate
𝑃 from 𝑃 [11]. However, we notice that within a particular
circuit, multiple reconfigurable logic gates share the same
value for 𝑃.

Hence, for each group of reconfigurable logic gates sharing
the same 𝑃 and 𝑃, we instantiate a driver cell which partic-
ularly powers these two signals. These driver cells comprise
larger inverters with higher fan-out, which are usually included
in the process design kits (PDKs). This allows us to introduce
new layouts of reconfigurable logic gates, as shown in Figs. 3b
and 3c, which do not contain an inverter. They need to be
connected to 𝑃 and 𝑃 of a driver cell instead. In order to
perform placement and routing for these circuits, we propose a
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Fig. 5: Our design flows for (a) the native approach and (b)
the island-based approach.

native as well as an island-based approach. Both are described
in the following sections.

B. Native Approach
In this approach, reconfigurable logic cells are stripped of

their internal inverter, as explained above. As shown in Fig. 3b
for the MIN gate, this obviously leads to a smaller gate area.
which improves total area and power consumption. The 𝑉𝑑𝑑
and 𝑉𝑠𝑠 contacts at the top and bottom are not changed so
that the gate can be placed on the default power rails like any
other standard cell. However, in these cells, the 𝑉𝑑𝑑 and 𝑉𝑠𝑠
contacts are not really needed. Instead, the gates are powered
by a driver cell using 𝑃 and 𝑃. This leads to a waste of M1
routing resources, which increases pin density and limits the
possible area improvements.

The resulting design flow is shown in Fig. 5a. It starts with
a Verilog netlist that includes reconfigurable gates. As shown
in Fig. 4b, a single driver cell powers multiple reconfigurable
logic gates using 𝑃 and 𝑃. Depending on the available drive
strengths of the 𝑃/𝑃 drivers, we create groups with the correct
number of reconfigurable gates that share the same 𝑃/𝑃. For
each group, a driver is added to the netlist and connected to the
individual reconfigurable gates. The driver’s input signal 𝑃 can
then be connected to the corresponding pin or signal. Since the
new reconfigurable logic gates can be placed and routed like
any other standard cell, we can now perform standard 𝑃&𝑅 to
generate the layout.

It can be argued that from hardware security point of
view, sharing of signals can compromise the robustness of a
circuit against security attacks. However, in any logic-locked
circuit, locking signals are limited by the size of tamper-
proof memory [38] and hence, all of them cannot be possibly
made as primary inputs. This promotion of signals from an
intermediate signal to primary inputs also adds to routing
and area overheads. We leave this decision on the hardware

designer to explore the amount of sharing, a particular design
can afford for maintaining an acceptable level of security.

C. Island-based Approach

The biggest limitation of the native approach are the unused
𝑉𝑑𝑑 and 𝑉𝑠𝑠 contacts on M1, which only serve the compatibil-
ity of the cells with the default power rails. To circumvent this
issue, we removed the connections to 𝑉𝑑𝑑 and 𝑉𝑠𝑠 and reused
their metal contacts for 𝑃 and 𝑃. The improved cell layout is
shown in Fig. 3c. This approach greatly reduces pin density on
M2 in areas with many reconfigurable logic cells. Due to the
simpler routing, the total area of the chip and the wirelength
are also reduced considerably.

One of the limitations for this approach is that these new
and improved cells can no longer be placed on the 𝑉𝑑𝑑 and
𝑉𝑠𝑠 power rails. To still carry out the placement and routing
of RFET-based circuits using these improved cell layouts,
we apply an island-based approach using multiple power
domains and Power-Shut-Off (PSO) mode, which is supported
by various 𝑃&𝑅 tools for low power design. In the island-based
placement, groups of reconfigurable logic gates that share 𝑃
and 𝑃 will be placed in their own rectangular power domain.
As shown in Fig. 4c, we masquerade the driver cells as power
switches that are automatically placed in the power domain and
automatically routed by the 𝑃&𝑅 tool using PSO mode. Since
𝑃 and 𝑃 use the power rails in the power domain, no additional
resources are needed for routing. By using the switching signal
which was originally intended to switch the power domain on
and off, we can control the driver cells and reverse the polarity
of 𝑃 and 𝑃. This makes it possible to reconfigure all logic
gates in the power domain simultaneously, depending on the
functionality required by the circuit.

Our design flow for this island-based approach is shown
in Fig. 5b. It starts with the same netlist as the native
approach from the previous section. Again, we create groups
of reconfigurable gates that are connected to the same 𝑃/𝑃
signals. This time, however, there is no limit for the size of
these groups. For each group, a separate power domain is set
up with the appropriate number of driver cells. As shown in
Fig. 6, these driver cells are automatically placed in a grid and
drive 𝑃/𝑃 using the M1 power rails (cf. Fig. 3c). Finally, we
can perform standard 𝑃&𝑅 to generate the layout.

IV. Experiments and Discussion

A. Experimental Setup

In this section, we present our experiments with the two
new approaches for optimized physical synthesis for emerging
reconfigurable nanotechnologies. For our experiments, we have
used the silicon nanowire based RFET model as proposed
in [27]. The 𝑃&𝑅 was carried out using Cadence® Encounter®.

We applied our two methods to the 18 EPFL benchmark
circuits [29]. First we map these circuits using the ABC
logic synthesis tool [41] and a target library containing only
NAND and NOR gates. To create reconfigurable circuits, we
then replace a part of these NAND and NOR gates with



Fig. 6: Power domain for reconfigurable gates that share the
same 𝑃/𝑃. Driver cells are highlighted in red. In this example,
we added one driver cell for five reconfigurable gates.

reconfigurable MIN gates (cf. Fig. 3). These MIN gates repre-
sent the reconfigurable logic gates used for hardware security
applications [35]. While the baseline netlist uses the MIN gate
layouts from [27] shown in Fig. 3a, the netlists of both the
native approach and the island-based approach use the new
layouts shown in Figs. 3b and 3c, respectively.

The NAND and NOR gates to be replaced are selected
evenly across the entire netlist. For this purpose, we iterate
over all candidate gates and select a gate if the current
replacement ratio is below the desired replacement ratio. Since
reconfigurable gates are placed in separate power domains
during the island-based approach, we improve this selection
by performing an additional optimization. For this we apply
the Fiduccia-Mattheyses (FM) algorithm [42] to reduce the
number of cut nets between the reconfigurable logic gates and
the rest of the circuit. Starting with the initial partitioning,
we repeatedly perform two steps: (1) move a gate out of
the power domain, and (2) move another gate into the power
domain. By combining the two steps, the number of gates in
the power domain and, therefore, the replacement ratio remain
constant. The gates are selected in the order of their gain, i.e.
the more a gate reduces the number of cut nets, the sooner it
is moved. Only if there is an improvement, the two moves are
actually executed. After all gates in the power domain have
been considered and as long as the number of cut nets has
been reduced, the whole process starts again.

The entire process of
• partitioning and transforming the netlist,
• template-based creation of the TCL scripts and CPF files

to control Cadence Encounter,
• running 𝑃&𝑅,
• creating the layout images (cf. Fig. 8), and
• extracting the relevant parameters from the log files

is automated using Python.

B. Utilization Factor
When placing and routing a netlist, adjusting the utilization

factor has the greatest influence on the chances of success

(a) (b) (c)

Fig. 7: Power domain configurations that we investigated in
our experiments: (a) square in the center, (b) square in the
top center, and (c) rectangle covering the whole width in the
center.

and the quality of the layout. This factor defines the ratio
between used and unused area during placement. For example,
a utilization factor of 0.9 means that 90 % of the core area is
occupied by macros and standard cells while 10 % of the area
remains empty. The smaller this factor is, the larger the layout
will be, resulting in lower cell and pin densities. As a result,
routing becomes possible in the first place, or at least it is
simplified.

In our experiments, we start with a core utilization of 0.8
and a power domain utilization of 0.9. We manually reduced
these values for each benchmark depending on the location
of DRC errors until the resulting layout had no design rule
violations.

C. Placement of the Island on the Chip
For the island-based approach, the placement of the power

domain in the core is an important consideration. Figure 7
shows the three variants that we have examined experimentally.
We conclude that there is not a single configuration that is the
best for every test case. Instead, the choice hugely depends
on the circuit structure, the amount of reconfigurable logic in
a circuit, and whether we want to minimize the area or the
wirelength.

As shown in Fig. 7, there is an empty row above and
below of the power domain. This is necessary because of
the different power rail voltages in the power domain and
outside. As a result, configuration (c) in Fig. 7 has a larger
unused area than configuration (a). The configuration in (b) has
the smallest unused area due to the placement of the power
domain at the edge of the circuit. This difference can have
a significant influence on the achievable area, especially with
smaller circuits.

D. Results
In our experiments we apply both approaches to the circuits

of the EPFL benchmark suite [29]. Example layouts for the
bar benchmark using the island-based approach are shown
in Fig. 8. Figure 9 shows the results of our experiment for
a replacement ratio of 0.1. Both approaches described in
Section III (native and island-based approach) are shown in
comparison with the baseline which is the vanilla version of
physical synthesis using the RFET model from [27]. As we
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Fig. 8: Layouts of the EPFL bar benchmark with 10 % reconfigurable logic using the island-based approach. The three layouts
correspond to the floorplans in Fig. 7.

can see in Fig. 9a, the core area is reduced by 1.5 % on average
(2.3 % when ignoring the outlier benchmark div) for the native
approach and by 0.2 % for the island-based approach. These
values are quite low for two reasons. First, we are loosing a
large part of the area advantage—which we got by removing
the inverter from the reconfigurable logic gates—by adding
one driver cell for each group of five2 reconfigurable logic
gates. This shows the great impact of the number of gates a
driver cell can drive. Second, the island-based approach has a
high overhead due to the empty rows above and below, which
makes the area reduction even worse on average compared to
the native approach.

However, as shown in Fig. 9b, the island-based approach has
a much smaller impact on half-perimeter wirelength (HPWL).
This is caused by the much higher pin density when using
the native approach, because each reconfigurable logic gate
has two additional pins, 𝑃/𝑃. With the island-based approach,
these pins are connected using the power rails, which reduces
the pin density and, thereby, HPWL. This is due to the high
pin density of the standard cell layout as the original layout of
the logic gates as proposed in [27] are very CMOS-like, hence
ignoring the structural differences with the RFETs. This does
not allow optimal routing for metal layers M2 within the island.
As a result, the 𝑃 and 𝑃 routing is done either through metal
layers M3 or M4 in order to make the physical synthesis DRC
free. This can however be mitigated with better standard cell
designs using a more advanced PDK. Presently, the available
PDK is based on CMOS and hence is not optimized for RFETs.
Specially RFET-based PDK can alleviate these issues and can
also enable further area reduction with better standard cell
designs.

The static power consumption, as reported by Cadence
Encounter, is reduced in both approaches. In contrast, the
dynamic power consumption is increased for most of the
benchmarks. This increase is far worse for the native approach,
where it correlates with the higher HPWL.

2We have chosen 5 here as a representative number for our experiments.
However, the driver cell can be designed with any drive strength.

When looking at the influence of the power domain config-
uration discussed in Section IV-C, a square in the top center
(Fig. 7b) minimizes the core area for all benchmark circuits.
For HPWL, a square power domain at the top or in the center
is generally the best (Fig. 7a or Fig. 7b), except for some
very large circuits (benchmarks voter, square, log2) where the
configuration in Fig. 7c produces the layout with the smallest
HPWL.

In a second experiment we apply both approaches to the
benchmark bar using a replacement ratio from 0.1 to 1.0.
The results are shown in Fig. 10. As we can see, the island-
based approach is far superior for larger replacement ratios.
The area overhead decreases with more reconfigurable logic
gates and larger power domains. As a result, the area is reduced
by up to 17.5 % for a replacement ratio of 0.9. Again, the
HPWL increase is much lower for the island-based approach,
with a maximum of 13.0 % for a replacement ratio of 0.6.
The static power reduction in Fig. 10c is proportional to the
replacement ratio. The change in dynamic power consumption
varies between a decrease of 13.1 % and an increase of 5.9 %.

For the island-based approach, we get the smallest area
using the floorplan in Fig. 7b with the power domain centered
at the top. The optimal configuration for the smallest HPWL
depends on the replacement ratio. For a replacement ratio of
0.1 or 0.2, the floorplan in Fig. 7b produces the smallest
HPWL. For a replacement ratio between 0.3 and 0.5, the
centered square in Fig. 7a is the best configuration with regard
to HPWL. If more than 50 % of all gates are reconfigurable,
the three configurations produce similar results with no clear
winner.

E. Discussion
From our exploration study, we can see that there are a lot of

parameters which effect the physical synthesis of the circuits
based on RFETs. One can see that island-based approach is
more suitable and gives consistent better results in terms of
area and HPWL as compared to the native-based approach.
Following findings can be noted from our experiments:
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Fig. 9: Comparison of the native approach and the island-based approach with the baseline for a replacement ratio of 0.1, i.e.
10 % of the logic gates are replaced by reconfigurable logic gates. For each EPFL benchmark, the changes in (a) core area,
(b) half-perimeter wirelength (HPWL), (c) static power consumption, and (d) dynamic power consumption from the baseline
are shown. For the island-based approach we use the best results of the three power domain configurations in Fig. 7. Please
note that in (a) and (c) higher values are better, while in (b) and (d) lower values are desired.
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Fig. 10: Changes in (a) core area, (b) half-perimeter wirelength (HPWL), (c) static power consumption, and (d) dynamic power
consumption from the baseline for the EPFL bar benchmark with the amount of reconfigurable logic ranging from 10 to 100 %.
For the island-based approach we used the best results of the three power domain configurations in Fig. 7. Please note that in
(a) and (c) higher values are better, while in (b) and (d) lower values are desired.



• All three approaches– baseline, native, or island-based
approach can be used depending upon the parameter to
optimize.

• The factor of replacement ratio which is basically gov-
erned by the security assurance has a huge impact in
terms of area and HPWL.

• Placement of the power domains need to controlled by
factors such as the size of the circuit, connections between
the circuits and also on the design of the standard cells.
Learning-based approaches using various power domain
positioning can be an effective approach to explore on the
placement of the power domains.

• Better liberty and lef files play an important role in
placement and routing. Factors such as pitch between the
gate terminals and pin density need to optimally designed
for better HPWL measurements.

V. Summary and Future Works

In this work, we present two new approaches for optimized
physical synthesis for emerging reconfigurable nanotechnolo-
gies. RFETs offer a new paradigm as compared to CMOS
because of their reconfigurable properties where logic gates
can be either reconfigurable or static. Such reconfigurable
components more often constitute the control segment of the
circuit as such features are highly suited for applications in
hardware security. Keeping that in mind, we have explored
two strategies for physical synthesis with different placement
techniques to obtain separate areas for reconfigurable logic
gates and static logic gates in the circuit. Using a PSO-inspired
island-based approach, we were able to improve on parameters
like static power consumption and area.

To further improve physical synthesis for reconfigurable cir-
cuits, possibilities for more efficient generation of 𝑃/𝑃 signals
should be explored. However, such endeavors require better
layouts and specialized PDKs for logic gates based on RFETs.
Furthermore, measures like all-around devices and stacking of
nanowires [43], [44] will lead to a substantial reduction of
device width and accordingly to a reduced cell area of the
layouts. This can impact the overall placement of individual
standard cells and hence the routing. A higher number of
metal layers and a smaller pitch between gate terminals can
further relax routing constraints in order to facilitate physical
synthesis for RFETs. Similarly, development of libraries for
multi-independent gate RFETs (MIGFETs or TIGFETs) offer
the potential to improve the overall post-physical synthesis of
RFET-based circuits.
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