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Abstract—Reconfigurable field-effect transistors (RFETs) based on emerging nanotechnologies allow switching between p-type and
n-type behavior at runtime upon applying different bias potentials. While prior works have focused on particular security schemes using
RFETSs, here we first revisit the underlying security promises, and further showcase specific circuit vulnerabilities which can lead to
adversarial scenarios. More specifically, first, we explore how transistor-level reconfigurability can be leveraged for logic locking and
split manufacturing in the pretext of RFET-based modeling of the ITC-99 benchmarks. We find that with only 30% reconfigurable logic
gates, we can induce a 100% output error rate (OER) and 31% Hamming distance (HD) on split manufacturing schemes. Second,
arguably more disruptive, we explore how the very reconfigurability can be exploited to induce either short-circuit currents or
open-circuit configurations, essentially destroying the reliability as well as electrical or functional characteristics of the chip. We apply
detailed circuit evaluation and fault modeling toward this end. The novelty and severity of such disruptive scenarios lie in the fact that
they can be readily realized in an actual on-field RFET-based chip, either as an adversarial or a fail-safe measure.

Index Terms—Reconfigurable FETs (RFETSs), Silicon Nanowire RFETs (SiINW RFETs), Hardware Security

1 INTRODUCTION

OR many decades, the complementary metal-oxide-
Fsemiconductor (CMOS) technology has been the status
quo to drive electronic circuits. Further, with the global-
ization of the supply chain for electronic circuits, giving
security guarantees with CMOS-based circuits often comes
with huge area and performance overheads [1]. Due to this
exponential increase in the cost-to-functionality ratio posed
by CMOS technology scaling, researchers have been look-
ing at emerging nanotechnologies, among others, to either
substitute or at least complement CMOS technology [2].
A prospective solution has been seen in newer nanotech-
nologies which exhibit reconfigurability at runtime, thereby
offering “more functionality per computational unit” [3].

o  Shubham Rai, Ansh Rupani, and Akash Kumar are with the Chair for
Processor Design, Center For Advancing Electronics Dresden, Technische
Universitit Dresden, 01169 Dresden, Germany (e-mail: shubham.rai@tu-
dresden.de; akash.kumar@tu-dresden.de).

o Satwik Patnaik was with the Department of Electrical and Computer
Engineering, Tandon School of Engineering, New York University, Brook-
lyn, NY 11201, USA. He is currently with the Department of Electrical
and Computer Engineering, Texas A&M University, College Station, TX
77843 USA (e-mail: satwik.patnaik@tamu.edu).

o Johann Knechtel and Ozgur Sinanoglu are with the Division of Engi-
neering, New York University Abu Dhabi, Saadiyat Island, 129188, UAE
(e-mail: johann@nyu.edu; ozgursin@nyu.edu,).

o Corresponding authors: Shubham Rai (shubham.rai@tu-dresden.de) and
Satwik Patnaik (satwik.patnaik@tamu.edu).

The work presented in this article is supported by the German Research
Foundation (DFG) funded project SecuReFET (Project Number: 439891087).
The work of Satwik Patnaik was supported by the Global Ph.D. Fellowship at
New York University/New York University Abu Dhabi. A part of this work
was carried out on the High Performance Computing resources at New York
University Abu Dhabi.

Reconfigurable field-effect transistors (RFETs) based on
materials like carbon [4], graphene [5], or silicon [6], [7]
enable reconfigurability by allowing to switch between p-
type and n-type functionality on application of different bias
potentials. While various works like [3] have shown efficient
circuit-level implementations using RFET technologies, their
unique features have also been advocated in the field of
hardware security [8], [9], [10], [11].

On the one hand, runtime-reconfiguration enables the
design of polymorphic logic gates, which, unlike regular
CMOS gates, can perform more than one logic function.
In the context of hardware security, polymorphic gates are
promising for schemes like camouflaging or logic locking,
as shown in [8], [12], [13], [14]. RFETs-based standard
cells have uniform physical layouts, enabling a security-
enforcing designer to obfuscate the circuitry from malicious
entities. In turn, this hinders the theft of chip intellectual
property (IP) by such adversaries. In this work, we lever-
age RFET-based circuits in the context of split manufac-
turing for the first time. Independently, we also leverage
RFETs for logic locking. The unique nature of runtime-
reconfigurability offers security features for RFET-based cir-
cuits at very low area and power overheads [3].

On the other hand, the very same runtime-
reconfigurability holds quite severe implications for
hardware security, which, to the best of our knowledge, has
not been discussed in literature yet. The electrical nature
of the logic gates based on CMOS demands a pull-up
and a pull-down network for stable outputs. The same
concept holds for RFET-based logic gates where even
though transistors can be reconfigured at runtime, they still
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maintain separate pull-up and pull-down networks [3]. For
RFETs, since they can be configured to operate in either
p-type or n-type behavior, a “misconfiguration” can disrupt
the individual pull-up/pull-down network. In other words,
RFETs can be misconfigured, even at runtime, representing
the root-cause of impeding security vulnerabilities.

1.1 Motivation

Ambipolar conduction, a natural phenomenon observed be-
low 45nm, is the primary reason behind the inherent device-
level reconfiguration offered by RFETs. The current drive
through RFETs in both p- and n-type configuration is almost
identical and, hence, individual or a group of transistors
are configured to enable separate pull-up networks (PUNs)
and pull-down networks (PDNs), which decides the actual
circuit functionality [3]. However, this very same functional
polymorphism can lead to intentional or non-intentional
misconfigurations of individual transistors disrupting the
PUN and PDN, hindering the circuit functionality.

Hence, circuits employing RFETs for their inherent poly-
morphic behavior are vulnerable to such misconfiguration.
This security vulnerability represents application opportu-
nities for both “bane” and “boon” from the perspective of
hardware security. On the one hand, an adversary could
incorporate a related hardware Trojan to disrupt the under-
lying functionality. On the other hand, a security-enforcing
designer could incorporate a fail-safe measure or “kill-
switch,” which can destroy the data/chip upon request [15].

The present work evaluates RFETs as a technology with
various security measures. We believe that security should
not be an afterthought once the technology matures, but
it should be evaluated from various present (and probable
future) threat scenarios already when the devices are under
research and development. In this work, we study for the
first time such implications for RFETs, and we leverage
circuit-level simulations and fault modeling to do so.

1.2 Our Contributions
The primary contributions of this work are as follows:
o Security Promises
1) Given their inherent reconfigurability, RFETs are
promising devices for large-scale locking, which
we study in terms of resilience against Boolean
satisfiability-based (SAT-based) attacks.
2) For the first time, we leverage RFETs in the context of
split manufacturing. That is, we propose to route the
signals for configuring RFETs above the split layer.

o Security Vulnerabilities

1) We demonstrate how PUNs and PDNs can be dis-
rupted in RFET-based circuits by misconfiguring one
or more transistors in the circuit. By means of circuit
simulations of an inverter, we carry out a detailed
analysis on short circuit and open circuit scenarios.

2) Through circuit-level simulations, we also show how
such misconfigurations have significant detrimental
impact on current and voltage for both combinational
circuit paths and sequential elements like flip-flops,
leading to partial or complete derailment of the cir-
cuit functionality.

2

Our study on logic locking shows that the seminal SAT-
based attack [16] incurs time-out failure for RFET-based cir-
cuits when 30-50% of gates are locked. Similarly, analytical
experiments conducted for split manufacturing scenarios
demonstrate that 100% output error rate (OER) and up
to 49% Hamming distance (HD) can be imposed while
executing related attacks.

To demonstrate the impact of the new-found security
vulnerabilities, for a representative setup considering silicon
nanowire RFETs (SiNW RFETs) [17], in case of the short-
circuit configuration, we observe a surge of 10° times for
the short-circuit current compared to the normal operat-
ing current. This can potentially have a significant impact
on the overall functioning of the circuit. Such a massive
surge of current for an extended period can be exploited
for adversarial, detrimental circuit behaviour. Similarly, the
voltage impact of an open-circuit configuration leads to
the derailment of combinational paths and flip-flops. By
simulating the effect of such a misconfiguration using fault
modeling, our benchmark-level evaluation over MCNC,
EPFL [18] and ITC-99 benchmarks reveals 100% OER and
average HD of around 36.5%, 40.02%, and 6.3%, respectively,
for these benchmark suites. The security concepts explored
in this work are applicable to RFETs in general, i.e., they are
technology-agnostic.

Organization: The rest of the paper is organized as
follows. Section 2 serves to review different emerging re-
configurable nanotechnologies and background about hard-
ware security in general. Section 3 explores various security
promises offered by RFET-based circuits. More specifically,
we discuss logic locking and split manufacturing in the
context of RFET-based circuits. Section 4 demonstrates how
the aforementioned security vulnerabilities can be exploited
in any RFET-based circuit. We study short-circuit and open-
circuit scenarios for RFET-based inverters and then explore
such scenarios in combinational and sequential circuits. We
also discuss the resulting reliability concerns caused by the
abnormal current increase resulting from these configura-
tions. This is followed by Section 5, which provides an
analytical investigation for both security promises and vul-
nerabilities. In Section 6, we conclude our work and discuss
how security vulnerabilities can be exploited as future work.

2 BACKGROUND
2.1 Reconfigurable Nanotechnology Transistors

Various emerging nanotechnologies based on materials like
silicon [6], [7], germanium [20], carbon [4], graphene [5],
and even 2D materials like WSez [21] bring about the
feasibility of designing runtime-reconfigurable transistors.
These transistors are ambipolar and can be programmed at
runtime to perform the functionality of either a p-type or an
n-type transistor. Depending upon their device geometry,
they can be broadly classified into two main categories —
1D and 2D devices. 1D devices come predominantly in
geometries like nanowires, nanoribbons, etc. Materials like
silicon and germanium are used to realize such RFETs. The
related transistors have two gate types: the program gate
(PG) and the control gate (CG). The CG is analogous to the
gate input of a conventional MOSFET, as it facilitates the
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Fig. 1: (a) Silicon Nanowire (SiNW) Reconfigurable field-effect
transistor (RFET) [3]. The sub-figure on the left illustrates the
device buildup. The sub-figure on the right illustrates the
electrical symmetry in both p-type and n-type behavior. (b)
Graphene p-n junction RFET [19]. Two metal-to-graphene con-
tacts, A and Z, serve as signal input and output, respectively. A
thick oxide layer isolates the two back gates, S and U. Voltage
potentials applied at S and U work as “control knob” to impact
the device ambipolarity.

creation of the channel. The PG controls the type of charge
carriers (electrons or holes) in the channel. By applying
different bias potentials at the PG, the electrical property
of the device switches between p-type and n-type function-
ality. The current-voltage curve of these transistors is fully
symmetrical for p-type and n-type functionality, as shown
in Fig. 1a.

Devices made of alternative channel materials, such
as graphene [5] or other transition metal dicalchogenide
(TMD) materials like MoTez [22], WSez [21] belong to a
class of 2D reconfigurable nanotechnologies that have been
shown to exhibit ambipolarity. This ambipolarity in case of
graphene p-n junctions (Fig. 1b) is due to the use of co-
planar split gates [19], which are similar to different types
of gate terminals (PG and CG) as present in SINW RFETs.
Their extreme thinness offers superior electrostatic control
and they are conducive for low-power applications.

Nanowire RFETs can eliminate the employment of multi-
level stacked transistors as is the case in the CMOS
paradigm, thereby doing away with the individual load
offered by the capacitance (e.g., gate-to-source capacitance)
from individual transistors cascaded in series [23]. Such
functionality has been exploited in works like [24] to design
a wired-AND transistor containing multiple independent
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Fig. 2: Conceptual representation of a working principle for a
nanowire-based RFET. One can notice how the bands move on
application of potential at PG and CG. On-state is |Vog| = 2V
and |Veg| = 0V for n and p-type operation, respectively [25].

logical inputs requiring a single supply voltage. Some spe-
cific examples of RFET-based logic gates with 3 inputs are
shown in Fig. 3.

2.1.1  Working Principle of a Nanowire-based RFET

We take the example of a nanowire-based (Si or Ge based)
RFET [6], [20] to explain its working principle. As indicated
before, an RFET is a multi-gate structure containing one PG
and one or more than one CG. The junction contacts at the
source and drain are Schottky contacts [25]. In the off-state,
the current is shut-off, due to the barrier induced by the
opposing potential at the PG and the CG. In the on-state of
the n-type (or the p-type), the control gate enables electron-
tunneling (hole-tunneling) through the Schottky junctions
by bending down the silicon bands as shown in Fig. 2.
For gate-all-around (GAA)-based RFETs as proposed in [7],
[23], the potential at the CG and the all-around PGs bend
the silicon band in a similar way, which allows tunneling
currents based on majority carriers through the Schottky
junctions. Further details regarding the physics of such
reconfigurable devices can be found in [23], [26].

At the logical abstraction level, an RFET is a pro-
grammable device that can be tuned to specific electrical
behavior depending upon PG, source, and drain potential.
This is shown in TABLE 1. With the default configuration
shown in TABLE 1, the device is ON in n-FET (p-FET)
configuration when CG is at DD (GND) and vice-versa.
This runtime-reconfigurability, in turn, leads to functional
flexibility at the logic-gate level, where a single logic gate
exhibits more than one functionality [3].
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Fig. 3: Reconfigurable logic gates from SiNW RFETs [3].

TABLE 1: Programming RFETs [25]

Functionalit Potential Potential Potential
Y atPG Vpg at Source Vg  at Drain Vp
n-FET DD Low High
p-FET GND High Low

2.1.2 Feasibility Aspects for RFETs

Emerging nanotechnologies often come with their share
of apprehension in terms of commercial adoption. We list
down following points which are relevant considering wide-
scale commercial adoption of RFETs:

1) Reconfigurability is a logical abstraction of electrical
symmetry or ambipolarity, a common phenomenon
observed below 45 nm. There are various materials like
silicon, germanium from which RFETs can be realized.
These materials are also used in CMOS fabrication.
Hence RFETs made of these materials can readily be
adopted [27].

2) The stacked nanowire or nanosheet geometry is a suc-
cessor to FinFET geometry that is promoted to be used
at lower technology nodes [28]. Hence, from a geometry
point of view as well, RFETs follow similar CMOS
integration process.

3) A commercial benefit that can be advocated for silicon-
or germanium-based nanowire RFETs is that their fab-
rication process is entirely compatible with CMOS tech-
nology [26], [29]. Additionally, these nanowire-based
RFETs are dopant-free technologies and hence do not
require high-temperature process steps.

2.2 Hardware Security

In this section, we review the security promises of logic
locking and split manufacturing along with their related
threat models.

2.2.1 Logic locking

Logic locking has emerged as a viable and promising solu-
tion for protecting the design IP throughout the IC supply
chain [30]. The IP is protected by the insertion of dedicated
locks that are operated by a secret key. Therefore, a locked
circuit has additional inputs, which are referred to as key-
inputs; these key-inputs are driven by an on-chip tamper-
proof memory. The additional logic gates inserted to realize
these locks are known as key-gates. Traditionally, these locks
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Fig. 4: Illustration of logic locking. (a) Original circuit. (b)
Circuit locked with three XOR/XNOR key-gates labelled as K,
Ks, and K3, respectively for traditional CMOS technology. The
key-bits Ky, K2, and K3 are driven from an on-chip tamper-proof
memory.

have been realized by adding XOR/XNOR gates, AND/OR
gates, or look-up tables (LUTs). A logic locked IC functions
correctly only when the correct key is applied, in the event
of a wrong key being fed to the circuit, the IC becomes non-
functional. After implementing a given locking scheme, the
design house sends the chip to a foundry for fabrication,
potentially untrustworthy. Once the chip has been fabricated
and tested (but before deployment), the locked IC is acti-
vated by loading the secret key onto the chip’s dedicated,
tamper-proof memory by some trustworthy entity. For in-
depth coverage of logic locking and associated attacks,
interested readers are referred to [30].

Figure 4a shows an original (unprotected) circuit and
Fig. 4b shows its locked version in traditional CMOS
through three XOR/XNOR key-gates. One of the inputs of
each key-gate is driven by a wire from the original design,
while the other input, referred to as key-input is driven by
a key-bit stored in a tamper-proof memory.

In general, a threat model quantifies the attackers’ ca-
pabilities and available resources for launching attacks. The
threat model for logic locking enumerated next bears conso-
nance with the academic community’s assumptions.

1) The design house, designers, and computer-aided de-
sign (CAD) tools are considered trustworthy, whereas
the foundry, the test facility, and the end-user(s) are all
considered untrustworthy.

2) The attackers know the locking scheme implemented
by the design house.

3) The attackers have access to the locked gate-level netlist
(e.g., by reverse engineering) and can identify the key
inputs, key-gates but are oblivious to the secret key.

4) The secret key which is stored in a tamper-proof memory
cannot be tampered with.

5) The attackers possess a functional chip that can be
bought from the open market. Only “black-box” usage



IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTING

| BEOL: made at
trusted fab, on
top of FEOL

FEOL: made at
I untrusted, out-
sourced fab

Contacts
Active
Layer

Fig. 5: Concept of classical split manufacturing, i.e., the sepa-
ration of a physical layout into Front-end-of-line (FEOL) and
Back-end-of-line (BEOL). The different pitches across the metal
layers facilitates split manufacturing. © 2018 IEEE. Reprinted,
with permission, from [31].

of the chip is permitted, i.e.,, an attacker can only
evaluate input/output patterns.

2.2.2 Split Manufacturing

Split manufacturing helps in the protection of the design
IP from untrustworthy foundries during manufacturing
time [31], [32], [33]. The split manufacturing premise dic-
tates splitting up the IC manufacturing flow, typically into
the front-end-of-line (FEOL) and back-end-of-line (BEOL).
An attacker in the FEOL foundry views the layout as a
“sea of unconnected gates” where some of the connec-
tions are complete and some of the connections are miss-
ing/incomplete. The notion of splitting the IC manufac-
turing flow into FEOL and BEOL is practical for multiple
reasons: (i) outsourcing the FEOL is desired, since it neces-
sitates advanced, high-end and costly fabs, (ii) BEOL fabri-
cation on top of the incomplete FEOL layout is significantly
less complicated than FEOL fabrication, (iii) the sole differ-
ence for the supply chain is the preparation and shipping
of FEOL wafers to the BEOL facility. Figure 5 illustrates
the idea of classical split manufacturing where the FEOL is
outsourced to an advanced, off-shore, untrustworthy foundry
while the BEOL is fabricated at a trustworthy foundry. For
in-depth coverage of split manufacturing and associated
attacks, interested readers are referred to [34].

The most common threat model adopted for split manu-
facturing is summarized as follows:

1) The design house, designers, CAD tools, and end-user
are trustworthy, while the FEOL foundry is considered
untrustworthy. Split manufacturing dictates the exis-
tence of a BEOL foundry, with assembly and testing
facilities, also considered as trustworthy.

2) The attackers cannot obtain a functional chip from the
open market, as the end-user is trusted. This scenario
exists for military applications where the chips are
deployed only for specific sensitive and mission-critical
applications and are not available in open markets.
Also, the chip has not been fabricated before and is
unavailable for reverse engineering-based attacks.

3) The objective for an attacker (located in the FEOL
foundry) is to infer the missing BEOL connections from
the incomplete FEOL layout. Towards this end, the
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Fig. 6: Logic locking using RFETs, where the program gate (PG)
acts as the key-input. Realizing logic locking in conventional
CMOS necessitates insertion of additional logic gates whereas
the inherent construction of RFETs facilitates non-insertion of
additional logic gates. The PG signals are driven from an on-
chip tamper-proof memory.

attacker is aware of the underlying protection schemes
(if any) and has access to the EDA tools, libraries,
and other information available to a trustworthy de-
signer/design house.

2.3 RFET-Based Hardware Security

Runtime reconfiguration in RFETs enables the design of
polymorphic logic gates, which, unlike regular CMOS gates,
can perform more than one fixed logic function. Such poly-
morphic gates are promising for security schemes like cam-
ouflaging, logic locking, physically-unclonable functions
(PUFs), etc. The authors in [8], [12] laid the foundation
for hardware security using RFET-based circuits. Due to
their inherent virtues of uniform physical layouts and post-
manufacturing reconfigurability, such logic gates enable a
security-enforcing designer to carefully obfuscate the cir-
cuitry from malicious foundries, test facilities, and/or end-
users. In turn, this hinders the theft of chip intellectual
property (IP) by such adversaries. They also showed how
a circuit layout composed with such RFET-based logic gates
is difficult to reverse-engineer. They demonstrated how a
single tile layout could implement either a NAND or XOR
using different pin configurations. However, these studies
lacked both circuit-level simulations and thorough security
evaluations against state-of-the-art attacks, e.g., the seminal
SAT-based attack [16]. Other hardware security schemes,
such as watermarking using RFETs-based circuits, have also
been proposed in [11]. Similarly, RFET-based logic gates
are less prone to delay-side-channel attacks as their CMOS
counterpart [35], [36].

3 SECURITY PROMISES

In this section, we discuss the security promises offered
by RFETs due to their transistor-level reconfigurability. De-
tailed benchmark-level evaluations are presented in Sec. 5.1.

3.1 RFETs for Logic Locking (Transistor-level Locking)

Figure 6 illustrates logic locking using RFETs. It should be
noted that realizing logic locking in conventional CMOS
necessitates the insertion of additional logic gates (e.g.,
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XOR/XNOR, look-up tables (LUTs), etc.). In contrast, the
inherent construction of RFETs does not require the insertion
of additional gates to realize locking. This is because RFETs
come with program gates (PG), which act as an in-built key,
and hence this notion of leveraging RFETs for logic locking
can also be viewed as transistor-level locking. In general,
RFET-based logic locking offers lower area overheads than
traditional logic-locking schemes since it does not require
additional logic gates. Furthermore, since no additional
logic gates are inserted, the original circuit’s critical path
continues to have the same number of stages as in the
original circuit, thereby having no performance penalty.

With regards to area estimation, let us take an example of
a circuit to be logic locked with k-bits. In the case of CMOS-
based circuits, we need to add & logic gates (XOR/XNOR)
for logic locking [30] (e.g., RLL/FLL). For CMOS circuits,
each XOR consists of 10 transistors. Hence, for k-bit locking,
the circuit will require 10 x Acpros x k number of more
transistors, where Acr0s is the size of a CMOS transistor.
For RFET-based circuits, since they allow inherent reconfig-
uration, for k-bit logic locking, it will require k inverters
to have P (and P’) as the extra input for each reconfig-
urable logic gate [3]. Each inverter consists of 2 transistors.
Hence, the area overhead for the same locking scheme is
2 x ArrgT *x k, where Agrppr is the size of an individual
RFET transistor. Between the technologies, the overall area
overhead is calculated as:

Overhead = (ncyos x Acmos = MRrET X ARFET)
+(10x Acnpos x k=2 x Arppr x k) (1)

Here, ncyos and nrper are the number of transistors
in CMOS and RFET-based circuits, respectively. The first
term in Eq. 1 is the difference in the area of the same circuit
in two technologies while the second term is the actual
overhead for ensuring k-bit locking. One can notice, that
for k-bit locking, the RFET overhead is less than that of
CMOS by a factor of 5. Hence, the overall area overhead
depends upon two main factors— the number of transistors
in a circuit and the size of an individual transistor. Due to
higher functional expression, the number of transistors in
case of RFET-based circuits is much less as compared to
CMOS-based circuits [3], [23], i.e., nrFET < Ncymos- Since
RFETs models are still evolving, with better RFET models,
Arrppr Will get closer to Acaros. For instance, for an early
evaluation model of RFET, it was demonstrated in [37] that
for the same circuit, the actual area for RFET-based circuits is
just 17% more than that of CMOS. Bringing all these factors
in consideration and when using the same technology node,
an RFET-based circuit has a lower area as compared to a
CMOS circuit for the same k-bit logic locking.

3.2 RFETs for Split Manufacturing

The applicability of split manufacturing in the context of
RFETs is shown in Fig. 7. Here, only the PG signals must
be wire lifted beyond the split layer. In contrast, all the
other, regular signal nets can be routed freely following the
designer’s specifications and the CAD tool heuristics.

In this work, we leverage the concept of functional poly-
morphism enabled by RFETs for enhancing the security of
split manufacturing. As indicated, the application of various
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Fig. 7: Split manufacturing for RFETs; here, only the program
gate (PG) signals are lifted beyond the split layer (in this exam-
ple, M3) to BEOL (M4). The inset shows the internal transistor-
level schematic of the underlying logic gate. These lifted PG
signals will be driven by constant 0/1 signals (generated by
TIELO/TIEHI cells placed in the FEOL), routed in the BEOL.
The absence of placement- and routing-related hints for the key-
nets makes the key indecipherable for an FEOL-centric attacker.

control signals to the PG of RFETs results in different func-
tionalities, as shown in Fig. 3. However, without knowing
the control signal, one cannot readily infer the logic gate’s
actual functionality. Moreover, we utilize the concept of
logic locking towards securing split manufacturing.

Both concepts taken together, polymorphism and lock-
ing, allow us to assign individual key-bits directly for any
logic gate of choice, but we also require to lift the related
wiring associated with the program gates above the split
layer. This way, we obfuscate the actual functionality of
these gates from the foundry-based adversaries. The essence
of this approach is similar to a recently published work [33]
where the authors inserted key-gates to lock the FEOL lay-
out and then controlled the routing of the related key-nets
through the BEOL. However, there is one crucial difference
between theirs and ours—the approach in [33] relies on the
insertion of additional logic gates to achieve the required
security guarantees, but our scheme benefits from the inher-
ent polymorphism of the RFETs, avoiding any additional
modifications while still imposing strong security.

4 SECURITY VULNERABILITIES

While the previous section focused on the security promises
offered by RFETs, in the present section, we demonstrate the
security vulnerabilities for RFET-based circuits. We conduct
detailed circuit-level simulations here and provide further
analytical studies in Sec. 5.2. It becomes interesting to note
that while the same feature of functional polymorphism con-
tributes to making the circuit secure, it can be exploited by
an opportune attacker for circuit degradation techniques.
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Fig. 8: Manifestations of a modified RFET inverter: (a) two
short-circuit configurations, (b) two open-circuit configurations

4.1 Realization of Short-Circuit and Open-Circuit Sce-
narios in an RFET-Based Inverter

Conventionally, for CMOS-based logic gates, the PMOS and
NMOS transistors realize their specific functionality in pull-
up and pull-down networks, respectively. CMOS circuits re-
quire a separate pull-up and pull-down network for keeping
the output either at logic high (1) or low (0). When the pull-
up network is switched on (off), the output is pulled-up
(pulled-down) to logic 1 (logic 0). Both networks are simul-
taneously on and current flows through the transistors only
during the switching of the output from logic 0 to logic 1.
However, in RFET-based logic gates, the boundary between
PUNSs and PDNs is somewhat diminished. That is, the same
pull-up (pull-down) network can also work as a pull-down
(pull-up) network by merely changing the configuration of
all the related transistors. The drive strength for RFETs in
both n-FET or p-FET configuration is identical [25], which
makes this switching between pull-up and pull-down pos-
sible, to begin with. This specific property is the root cause
of the security vulnerabilities discussed here.

More specifically, the potential exploit in RFET-based
circuits arises from the fact that individual RFETs of a
circuit can be individually programmed maliciously. RFETs
can be used as p-type or n-type transistors, irrespective of
their presence in the pull-up or pull-down network, as this
behavior merely depends upon the potential at the PG of
individual RFETs, as shown in TABLE 1. In essence, given
this reconfigurability of individual RFETs, one can either
switch ‘on” certain transistors in the pull-up and pull-down
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Fig. 9: a) Short-circuit operation possible in case of INVERTER
by switching on both the transistor in either p-type or n-type at
runtime b) Simulation results showing current reaching 1077A
range for INVERTER in two configurations

network to induce a short-circuit path from Vg4 to Vss or
switch ‘off” both the transistors to induce an open-circuit
between V44 and Vs, respectively.

This is explained by an example in Fig. 8. The figure
shows a normal inverter, where particular “misconfigura-
tions” lead to unfavorable conditions. Fig. 8a shows an
inverter comprising of two RFETs where both the transistors
are configured as either p-type (I) or n-type (II). This is
possible when both the gate terminals, PG and CG, are
assigned the same potential. In these cases, both the transis-
tors are switched-on, leading to a conducting path between
the V44 and the V45 nodes. We refer to this configuration
as short-circuit path. The reverse scenario, shown in Fig. 8b,
occurs when the potential at the PG and CG is configured
oppositely. In these cases, both the transistors are switched-
off, leading to an open-circuit path. The red dashed lines
in Fig. 8a signifies a short-circuit path, while grey dashed
lines in Fig. 8b signifies an open-circuit path.

To understand the behavior in the two conditions men-
tioned above, we study an RFET-based inverter (shown
in Fig. 9a) and compare its normal operation to the case
when it is misconfigured. We explore scenarios when a po-
tential bias is swept across the gate terminal of an inverter.
The simulations are performed using Cadence Virtuoso with
a simple table-based RFET model used in [17].

Figure 9b shows the amount of current drawn from the
inverter in which both the transistors are On and are either
fixed as n-type or p-type (indicated by red and blue curves
respectively). The red curve shows the condition in which
the control gate input to the inverter is fixed at logic 1 while
the program gate input of the lower transistor, Q, is changed
from logic 0 to logic 1, signifying reconfiguration from p-
type to n-type. Similarly, the blue curve exhibits the case
when the control gate input to the inverter is fixed at logic
0. Simultaneously, the program gate input P is varied from
logic 1 to logic 0, signifying reconfiguration from n-type to
p-type. Both the cases can create a short-circuit or open-
circuit path between V4 and V.

1) Large Short-Circuit Currents: One can see from Fig. 9b
that the amount of current flowing through the inverter
during the short circuit condition is of the order of
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Fig. 10: A sub-circuit consisting of NAND, INVERTER and
NOR, where the INVERTER is misconfigured

10°A in both the cases, which is almost 10° times
higher than the static leakage current of 10™'*A un-
der normal operating conditions for SINW RFETs. The
unique property of RFETs is that any logic gate can
be similarly reconfigured at runtime, which gives rise
to the possibility of creating multiple short-circuits,
resulting in a large amount of current being drawn
from the power source. Other unwanted effects include
high power dissipation and excessive localized heating
near the affected portion of the circuit. Such a scenario
could lead to accelerated aging of the circuit and critical
reliability issues like the thermal shutdown of the sys-
tem [38]. The increase in power dissipation will eventu-
ally lead to a reduction in the battery lifetime, especially
for portable devices like laptops, mobile phones, etc.

2) Fault in Logic Values: In the cases shown in Fig. 8a
and 8b, the output of the inverter will be at an inde-
terminate voltage level. If this misconfigured inverter
drives a gate, it can have faulty inputs and evaluate
wrong logic outputs. This phenomenon can continue
further in a combinational circuit leading to a chain re-
action where preceding nodes can lead to indeterminate
voltages at subsequent nodes. Eventually, this would
lead to incorrect functioning of the overall circuit.

4.2 Circuit Evaluation on Sub-circuits

We notice the current and voltage repercussions in the case
of an individual inverter. This section discusses how such
a misconfiguration in an inverter (or any RFET-based logic
gate) can disrupt the normal functioning of combinational
or sequential sub-circuit elements.

4.2.1

Here we evaluate the impact of the misconfigured inverter
in a small circuit, as shown in Fig. 10. For simplicity, we
study the effect on a small sub-circuit consisting of NAND,
INV, and NOR. However, the conditions can be exploited in
any combinational chain. Such behavior is triggered when
the gate inputs are in a steady-state and not switching'. The
NAND gate on the left drives the misconfigured inverter,
which in turn drives the NOR gate. The program input
Q of the inverter (as discussed in the case study above)
is fixed at logic ‘1’ (for n-type configuration) for it to

Combinational Sub-circuits:

1. This is assumed considering the fact that once the scenario of short-
circuit or open-circuit is activated, irrespective of the previous state, the
logic gate will be in one of the conditions as mentioned in TABLE 2.
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Fig. 11: True Single Phase Clock (TSPC)-DFF based on RFETs
as proposed in [23]. Just by changing the polarity of the lower
transistor at the second stage (Precharge stage when CLK = 0
and evaluation phase when CLK = 1).

work undetected as a regular inverter. When the inverter
is misconfigured, the current and voltage values for all the
possible configurations and inputs are listed in TABLE 2.
It can be observed from the table that current values reach
to orders as high as 107°A, as opposed to 10™'*A under
regular, static operation. This million times more current
can potentially damage the power source and cause thermal
issues and affect the logical output of the overall circuit. The
implication of the security vulnerability in the case of RFETs
is somewhat similar to the issue of “latchup,” which was a
serious problem with CMOS integration in the early days of
VLSI fabrication [38]. “Latchup” was caused due to faulty
transistors in either pull-up or pull-down network, which
caused current discharge from Vg4 to V.

The activation of such a scenario also leads to the node
OUT-INV in Fig. 10 to be at an undefined state, which
consequently affects the input to the NOR gate. It implies
that the subsequent gates in the combinational path have
the likelihood of going into an indeterminate state (NOR’s
output can affect subsequent logic gates). This can cause un-
predictable bit-flips along the way, affecting the functional
correctness of the circuit. TABLE 2 shows the voltage levels
at various nodes of the circuit in Fig. 10 for all possibilities
of inputs. Especially, it can be remarked that from the table,
the OUT-NOR node voltages for Both p-type (Both n-type)
configurations are held at logic high (low) when compared
to the one under normal operation. This further strengthens
the point that such a malicious modification can interfere
with the functional correctness of the circuit.

It can be further observed that such a scenario is pos-
sible in other combinational chains and is independent of
the logic-gate used as shown in TABLE 2. The inverter is
a special case because here, we need only one input of
an individual transistor (Q, as shown in Fig. 10) to be
wrongly configured. Larger gates like XOR, etc., can also
be disrupted as it depends upon the number of transistors
which are wrongly configured to enable the realization of
such short-circuit or open-circuit paths.

4.2.2 Sequential Sub-circuit:

We carry evaluations over sequential components as well
since most of the real circuits are sequential circuits. For this
analysis, we have considered the RFET-based True Single
Phase Clock (TSPC) D-flip-flop as proposed in [23], which
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TABLE 2: Simulation results showing current drawn and voltage values for different cases of inputs and configurations
Overall Current X
Drawn through INV At Node OUT-INV At final Output
Normal Both Both Normal Both Both Normal Both Both
Operation  n-type p-type  Operation n-type p-type  Operation n-type p-type
INV-INV-INV
Output-1 = 0V 389pA 3.05uA 8.19pA ov 31.13mV  686mV ov 700mV ov
Output-1 = 700mV 83pA 251pA 2.5uA 700mV 106.7mV  609mV 700mV 700mV ov
XOR-INV-NAND
OUT-XOR = 0V 414 pA 251.8pA 2.5uA 700mV 31.06mV 610 mV ov 700mV ov
OUT-XOR = 700mV 11.58pA 3.0uA 7.17pA ov 100mV 688mV 700mV 700mV ov
NAND-INV-NOR
OUT-NAND = 0V 414pA 251pA 2.5uA 700mV 31mV 609mV ov 700mV ov
OUT-NAND = 700mV 11.8pA 3.055uA  29.01pA ov 106mV 688mV 700mV 700mV ov
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Fig. 12: Voltage values in normal and both short-circuit and
open-circuit condition for TSPC-DFE. 2-ab means when the
transistor in the second stage is configured incorrectly. 3-ab-
N and 3-ab-P implies that both the transistors in the third stage
are either configured as NMOS and PMOS respectively.

is based on the original CMOS-based TSPC DFF [39]. It
is shown in Fig. 11. Unlike the original design [39], the
proposed design in [23] contains only a single transistor
in both pull-up and pull-down network®. The TSPC-DFF
contains four stages of different inverter designs. While the
first and the third-stage inverters are clock enabled inverters
(low and high-edge enabled respectively), the second and
the fourth inverter stages are dynamic (CLK is connected to
the CG of the transistor) and static inverters, respectively.
To observe the effects of RFET-based vulnerabilities,
we evaluate by introducing misconfigurations at the gate
terminals of RFETs of the various stages of the TSPC-

2. This is because RFETs can have multi-independent terminals on a
single channel as explained in Section 2.1.

Fig. 13: Current values in normal and both short-circuit and
open-circuit condition for TSPC-DFE. 2-ab means when the
transistor in the second stage is configured incorrectly. 3-ab-
N and 3-ab-P implies that both the transistors in the third stage
are either configured as NMOS and PMOS respectively.

DFE. In Fig. 11, the transistors’ configuration (shown in
red color) in the second and third stage has been changed
subsequently. When applied in isolation (the configurations
are changed either in the second stage or the third stage),
both conditions lead to abnormal outputs being observed at
the output () along with a large amount of current flowing
through the second and third stages. We study the effects
when the transistors of the second and the third stage are
independently configured in a wrong manner.

Effect on voltage: Figure 12 shows voltages at the output
Q in various conditions. In Fig. 12, the normal () represents
the condition when the TSPC-DFF functions normally as the
output () follows D at the next positive edge of clk. The next
figure represented by 2-ab Q (ab = abnormal case) shows
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when the transistor in the second stage is misconfigured,
here as p-FET. The output () remains at logic high. Similarly,
when both transistors at the third stage are either configured
as p-FET or n-FET, the output Q is represented in Fig. 12 as
3-ab-P Q or 3-ab-N Q.

This corrupts the output Q, which is seen to be at logic
0 since the pull-up network never conducts in the fourth-
stage. Similarly, when both the transistors in the third stage
are configured as NMOS, we observe that output Q follows
the clock as a stable pull-up ceases to exist for the fourth
stage. We can see that due to the incorrect configurations,
the TSPC-DFF fails to give the desired output.

Effect on current: Figure 13 shows the current through
various paths of TSPC-DFF. A corresponding correlation
with the voltage can be established for the currents I3 and
I5. While the currents I3 and I5 in normal scenario show
spikes for the second rising edge of the clock, this is highly
disrupted when the second or third stage transistors are
misconfigured. When the transistor in the second stage is
misconfigured, there are several spikes of currents (both I3
and I5), which leads to useless dynamic power consump-
tion and potential reliability concerns. Hence, such RFET
vulnerabilities can be exploited for both combinational and
sequential components of the circuit.

4.3 Reliability Concerns: A Consequence of Short-
Circuit Scenario

We have seen that security vulnerabilities using RFETs
can have a detrimental impact on both the voltage at the
output stage and the current in one or multiple paths in the
circuit. With devices based on emerging-nanotechnologies,
where individual transistors can be configured to either a
p-type or n-type behavior, current based implications can
be detrimental, especially for reliability. We have seen that
the current surge of the order of 10° - 10° is possible with
RFET-based circuits. Such current surges in one or more of
the circuit paths can induce reliability issues that can be
presented in reduced quality-of-service (QoS). An increased
current through the circuit paths for an extended time can
further lead to an increase in temperature. Higher current
leads to a similar mechanical stress which can cause a ma-
terial degradation of the transistors. Since RFETs are similar
to CMOS in terms of geometry and material, they also have
dielectric separation (HfO) between metal contacts [26].
Such current-related issues directly impacts the dielectric
and other metal-semiconductor contacts and, hence, are also
detrimental in case of RFET-based circuits.

Most of the reliability issues are dependent upon current
and temperature. Due to increased temperature and current,
prominent reliability issues like electromigration, intercon-
nect, and self-heating can surface, derailing the circuit’s
normal functionality. This can further accelerate the aging
of the underlying circuit. Aging happens in circuits due to
stress-related to high voltages or temperatures [38]. These
can cause unwanted power dissipation and can also con-
tribute to reducing the mean-time-to-failure (MT'T'F), which
is expressed as:

MTTF =

Agm E.em
T xXP(—r) 2)
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where Ap)s is a material-dependent constant, J is the
current density, n is empirically determined constant with
a typical value of 2 for stress-related failures, E,gas is the
activation energy of electromigration, K is the Boltzmann’s
constant, and 7' is the temperature. It can be seen from
expression 2, that MTTF is inversely proportional to the
square of current density (J 2). Hence, even if we assume
temperature to be constant (which is the worst-case sce-
nario), with a current surge, the MTTF is accelerated by
order of 10'° to 10'2. Generally, by the basic rule of thumb,
MTTF is 10 years. In the case of RFET-induced current
surge, the MTTF reduces from 10 years to 0.3 seconds.
This implies that in just 0.3 seconds, circuit’s functionality
is corrupted.

An important thing to note here is that the current
surge’s effect is more detrimental and pervasive to the
circuit compared to the voltage effects. Voltage effects might
be masked by other parts of the circuit and may not present
itself at the circuit’s output. But, in the scenario of the
current surge, once triggered, this can ruin the underlying
circuit even if the circuit functions according to its specifica-
tions. The silent nature of this effect is more adverse from a
security point of view.

4.4 Implication of the Proposed Security Vulnerability

One of the major implications of the proposed security vul-
nerability is the realization of Hardware Trojans. Given that
pull-up/pull-down network in an RFET-based logic gate
could be falsely configured, any gate could become a Trojan
in the field. Hardware Trojans represent security concern
in the outsourced IC supply chain. Trojans are malicious
modifications inserted by adversaries present either in the
design house or the foundry which can cause the host circuit
to (i) deviate from their specified functionality, (ii) leak sen-
sitive information, and/or (iii) become unreliable or fail at
some point in time [40]. The proposed security vulnerability
can thus be exploited to realize reliability Trojans which are
activated either by (i) aging effects such as electromigration,
or (ii) internal or external side-channel triggers. Such benign
or reliability hardware Trojans have been explored before in
the literature and can compromise the reliability of all or
selected chips [40], [41].

An integral part of such Trojans will be to use triggering
mechanisms that remain inactive during the testing phase,
triggered by some external or internal trigger conditions
at any given point in time. Within the context of RFET-
based circuit, it is important to note that Trojan realization
in this case is different from traditional Trojans, as it can
evade detection during the testing phase. For example, Iddg
’cesting3 which can detect electrical faults, will not be able to
identify these scenarios (short-circuit/open-circuit) because, in
the normal case, when RFETs are not misconfigured, there
will not be any such electrical faults.

The main contribution of this work, however, is the
study of security vulnerability in RFETs-based circuits, not
the advancement of Trojan insertion or their defence mecha-
nisms. An actual hardware Trojan implementation and case

3. 1ddqg testing measures the supply current of a chip (or a given
module) in the quiescent state (i.e., when the circuit is not switching
and inputs are held at static/constant values) to detect manufacturing
and/or electrical defects.
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studies is scope for future work, as it would require some
in-field attack and in-depth analysis against various defence
schemes.

Another potential use of such security vulnerability is
in developement of kill-switch, which is any manipulation
of the chip’s software or hardware that would cause the
chip to shut down the intended functionally, for example, to
shut down an F-35’s missile-launching electronics [15]. The
above scenarios of short-circuit and open-circuit represent
an interesting opportunity for a security-enforcing designer.
The ability to configure the RFETs at run-time to seriously
disrupt the normal functioning can be highly favorable for
safety-critical applications such as for military use.

In order to evade such security vulnerability, it is impor-
tant to use RFETs’ functional polymorphism in a controlled
way. Static connections to program gate of individual tran-
sistors within a single logic gate should be avoided. Dy-
namic connections using inverter(s) within the gate bound-
ary to enable both P and P’ signals can be one of the ways to
get away with security vulnerability. The use of inverter(s)
within the gate boundary implies that P’s additional input
is fed as an extra input to the enlarged standard cell. The
inverter then converts the input P to deliver two signals —
P and P’, which drives the RFETs accordingly to ensure that
the respective pull-up and pull-down network are correctly
connected. This ensures that no external signal can come
into the gate to disrupt the complementary pull-up and
pull-down networks. However, this approach does have a
drawback of higher area overheads due to extra inverters
necessary within the gate boundary.

Other measures include devising Guard rings [42] or
Voltage controllers [43] to localize the vulnerability effect to
a certain part of the circuit. Guard rings simply help to
localize the current drawn from V;; and can be placed
for few RFETs together. They also help to provide a low
resistance path for the current to flow without harming
other parts of the circuit. Similarly, voltage controllers can be
activated to cut-off certain sections of the circuits from the
rest of the circuits in case of excessive current drawn from
the voltage source. However, these methods are preventive
orthogonal measures which help only after the attack has
been realised so as to localize the effect and prevent damage
to other parts of the circuits. They also have additional area
and power overheads. More importantly, they have been
designed primarily for signal correctness in conventional
CMOS circuitry and were generally designed separately
for p- and n-type transistors. However, in case of RFETs,
where such boundary is blurred, these works will require
additional investigation.

5 ANALYTICAL EVALUATION
5.1 Investigating the Security Promises

In this section, we discuss our findings concerning security
promises using RFETs. We explore the security guarantees
by leveraging RFETs in logic locking and split manufactur-
ing, respectively.

Setup for security evaluation: For the scenario of mali-
cious end-users, we evaluate the locking approach against
powerful exact SAT-based attacks [16] and approximate SAT-
based attacks [44]. We assume different transistor-level con-
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TABLE 3: Average runtime (in seconds) for SAT-based at-
tacks [16] for different randomly locked configurations on
selected ITC-99 benchmarks. Time-out (t-0) is 48 hours. For each
benchmark ten trials are used.

Benchmark 10% Locking 30% Locking 50% Locking
b14_C 18.43 6,183.84 t-o
b15_C 2147 5,398.43 t-o
b17_C 312.32 21,324.76 t-o
b18_C 1,543.73 156,378.23 t-o
b19_C 4,678.79 t-o t-o
b22_C 143.21 9,762.74 t-o

figurations for RFETs, which can work as NAND/NOR,
AND/OR, and XOR/XNOR, respectively. RFET-based lock-
ing is implemented as individual 2-to-1 MUXes as outlined
in [30]. Since both the SAT-based attacks (exact as well as
approximate) require the netlists to be in BENCH format,
we employ custom Python scripts to implement the locking
approach. The SAT-based attacks [16], [44] are carried out on
a server with five compute nodes; each node has two 14-core
Intel Broadwell processors, running at 2.4 GHz with 128 GB
RAM. The time-out for the attacks (“t-0”) is set to 48 hours.
We implement random logic locking for our experiments;
ten different sets for each benchmark is generated, ranging
from 10% to 50% locking, in steps of 10%.

Metrics for security evaluation: We attribute the attacks’
average runtime as an empirical, yet essential indicator for
a design’s resilience. We utilize two well-known metrics to
evaluate the quality of netlists inferred by successful attack
runs. The Hamming Distance (HD) quantifies the average
bit-level mismatch between the outputs from the attacker’s
reconstructed netlist and the original netlist. HD reveals
the degree of functional mismatch; an HD value of 50%
is considered the best-case scenario [30]. The Output Error
Rate (OER) indicates the probability for any bit per output
being wrong while applying a large set of inputs to the
attacker’s reconstructed netlist. HD and OER are computed
using Synopsys VCS and functional correctness of the key
(dumped by the exact SAT-based attack [16]) is ascertained
by Synopsys Formality and Cadence LEC.

Results for logic locking: Table 3 illustrates the average
runtime (in seconds) required for SAT-based attacks [16] to
decipher the locking key for randomly locked configura-
tions on selected ITC-99 benchmarks. We observe that as
the number of locked gates is increased (50% locking), the
SAT-based attack cannot decipher the locking key within
48 hours. We also examine the resilience of our large-scale
locking approach against approximate key recovery attacks
like AppSAT [44]. More specifically, regarding resilience
against AppSAT, we executed the attack on the same locked
benchmarks. While AppSAT ran into time-out after 48 hours,
it is programmed to provide its latest, best-as-possible infer-
ence as an approximate key before terminating. We applied
these keys to (approximately) unlock our netlists and then
calculated the HD between this recovered and the original
netlist, which gives us a quantified insight into the recov-
ered key’s fidelity. We performed the experiments only for
those cases where the exact SAT-based attack [16] runs into
time-out, which is 50% locking for all ITC-99 benchmarks.
As expected, we observe that the larger the locking scale,
the less useful becomes the recovered key, in the sense that
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the HD values approach 50% closely, where the mismatch
in functional behavior is most difficult to recover.

Security promises using RFETs for split manufac-
turing: Here, we showcase the security promises where
the unique properties of functional reconfiguration and func-
tional polymorphism can be leveraged for protecting design
IP against untrusted foundries using the concept of split
manufacturing. As elucidated previously, a designer can
protect the entire netlist by choosing RFETs that offer “fixed-
functionality” versus RFETs which provide “variable func-
tionality” based on the control signals provided on the pro-
gram gates (PG) [3]. The conceptual difference with regards
to logic locking is that, in the case of split manufacturing,
the secret key shall be implemented via connections only in
the BEOL with the help of TIE cells (as opposed to a tamper-
proof memory). Toward that end, only the program gates of
selected RFETs have to be wire-lifted above the desired split
layer (see Fig. 7) and driven with constant ‘0’/“1” signals,
which are routed through the BEOL.

Why Proximity attacks will not be successful?: The suc-
cess of conventional proximity attacks is correlated with the
type of FEOL-level hints, which can be harnessed to infer the
missing BEOL connections. More specifically, the state-of-
the-art network-flow attack aims to reconstruct the missing
routing of a FEOL design leveraging the following hints like
(i) physical proximity between connected cells, (ii) routing
patterns of nets, more specifically, the direction of dangling
nets in the FEOL, (iii) constraints of load capacitance for
drivers, (iv) the non-formation of combinational loops, and
(v) timing constraints.

None of the above hints apply to the TIE cells (which
supply a fixed ‘0" and ‘1’, respectively to the PG) in our
construction. This is because we can eliminate physical
proximity between the TIE cells and the corresponding
PG signals of the RFETs by randomizing the TIE cells’
placement. The randomization of TIE cells’ placement does
not impact the placement and/or routing of the underlying
design. The hints which emanate from the routing patterns
of the FEOL nets can be further obscured by lifting the
whole metal segment to the BEOL, note that the usage
of stacked vias can be leveraged toward this end. As we
wirelift only a fixed number of PG signals, this would ensure
minimal disturbance to the routing of the other regular nets
in the design. Once the percentage of wires which are lifted
across higher metal layers is increased, there would be an
increase in congestion (due to scarcity of routing resources),
which can be mitigated by increasing the die outlines. The
hint of load capacitance constraints does not apply to TIE
cells as they are a source for constant signals like ‘0" and
1. Since any other logic does not drive TIE cells, the hint
of non-formation of combinational loops is also taken care
of by construction. Finally, the hint for timing constraints
does not apply to TIE cells (and nets) as they provide a
fixed/static path to the PG signals.

Results for split manufacturing: In general proximity
attacks [45] are executed to ascertain the strength of any
defense pertaining to split manufacturing [31], [32], [33].
However, the attack binary released in [45] cannot be ported
readily to RFETs. Hence, to showcase the efficacy of RFETs
for split manufacturing, we conduct a simple, yet effective
experiment as follows. We assume that all the regular nets
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TABLE 4: Hamming Distance (HD) and Output Error Rate
(OER) in percentage on selected ITC-99 benchmarks for 1
million test patterns as a function of lifting of program gate
signals.

10% Lifting 30% Lifting 50% Lifting

Benchmark

HD OER HD OER HD OER
b14_C 16 100 34 100 47 100
b15_C 22 100 38 100 49 100
bl17_C 19 100 34 100 43 100
b18_C 11 100 24 100 41 100
b19_C 12 100 23 100 39 100
b22_C 21 100 34 100 47 100
Average 17 100 31 100 44 100

have been correctly inferred by an attacker (using some
proximity attack of choice) and only the program gate (PG)
signals remain to be deciphered. Since the threat model
of split manufacturing dictates the non-availability of a
working chip, SAT-based attacks like [16] are not directly
applicable. At most, an attacker can apply “random guess-
ing,” and we imitate this by using 1 million test patterns
on the netlists. Table 4 denotes the HD and OER obtained
after an attack executed by attackers present in an untrusted
foundry on selected ITC-99 benchmarks as a function of the
percentage of lifted program gate (PG) signals. As we can
note from Table 4, the HD value increases as program gate
(PG) signals are lifted to higher layers. We also observe that
OER approaches the ideal value of 100% even when 10%
wires are lifted to higher metal layers, thereby showcasing
our approach’s efficacy.

5.2

We carry out a benchmark-based evaluation of the impact of
the voltage effects of the security vulnerability on the func-
tional correctness. We explain the experimentation process
and present a detailed analysis of the results obtained.

Experimental Setup: As we have seen that with the cre-
ation of a short-circuit or an open-circuit path (see Fig. 8a, 8b,
respectively), various nodes in a circuit can have inde-
terministic and random voltage. These nodes are termed
as “misconfigured nodes.” To model such indeterministic
voltages in our experiments, we have generated random
stuck-at-1 and stuck-at-0 faults at these misconfigured nodes
in the gate-level netlist for MCNC, EPFL [18] and ITC-99
benchmark circuits. We use the fault analysis tool HOPE to
analyze these misconfigured nodes of a circuit.

Each benchmark is tested with 10,000 input patterns and
the number of test patterns for which the outputs change
is noted. To carry out our analysis, we have iterated from 1
upto 50 randomly selected nodes (logic gates) in the netlist
for MCNC, EPFL and ITC-99 benchmarks. The three bench-
mark suites are chosen as they represent the different sizes
of electronic circuits. Similarly, the type of fault inserted at
each node is also chosen randomly.

Figure 14 shows OER and HD for 10,000 input test
patterns for MCNC, EPFL and ITC-99 benchmarks. The
results presented represent an average of the respective
metrics over all 50 iterations. A more in-depth analysis of
the benchmark level evaluation is provided below.

Results: The fault created as a result of misconfiguring
various nodes in the circuit is said to create the maximum

Investigating the Security Vulnerabilities
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Fig. 14: Evaluation of OER and HD to study the impact of
voltage effects on the proposed security vulnerability (a) Av-
erage Hamming distance and Output error rate for MCNC
benchmarks (b) Average Hamming distance and Output error
rate for EPFL benchmarks (c) Average Hamming distance and
Output error rate for ITC-99 benchmarks.

impact on the fidelity of the circuit’s output response when
exactly half of the output ports are affected, i.e., the HD
is 50%. This is clearly observable in the average trend of
HD from MCNC to EPFL to ITC-99 benchmarks. Overall,
the average HD for the respective benchmark suites is
36.5%, 40.02%, and 6.34%. For EPFL benchmarks presented
in Fig. 14b, the HD numbers are less than those in the case
of MCNC benchmarks. Among these, though the HD for
priority is around 80%, it is equivalent to be around 20%
if we converted the inverted faulty output as discussed
above. Similarly, for the ITC-99 benchmarks as shown in
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Fig. 14c, the average HD for the benchmarks is decreased
as compared to the both MCNC and EPFL benchmarks. As
far as the OER is considered, for all the three benchmark
suites, i.e. MCNC, EPFL and ITC-99 benchmarks, it mostly
stabilizes at 99.99%, even with few misconfigurations.

We notice that, as the size of the benchmarks increase, the
HD stabilizes at lower values. However, an observation here
is that there are exceptions, and the variations in the output
bits suggest that fault-masking plays an important role. Fault-
masking implies that the impact of a given fault in one part
of the circuit may be masked due to another fault occurring
at some other part of the circuit. The second reason can
be attributed to the fact that, as the faults are inserted
randomly, the distribution may not be uniform across the
size of the benchmarks and hence can end up affecting only
a small fraction of the total number of output ports. These
are the reasons why MCNC benchmarks, especially duke2, a
relatively small benchmark, demonstrates lower HD. On the
other hand, frg2 and i10, which are reasonably large, show
lower HD due to masking effects.

6 CONCLUSION

This work has highlighted the security promises and poten-
tial vulnerabilities in circuits based on emerging reconfig-
urable nanotechnologies.

Design-for-security schemes such as logic locking and
split manufacturing have been evaluated for RFETs-based
circuits. Using benchmark-level evaluations, these schemes
established that transistor-level reconfigurability can pro-
vide effective security solutions as 100% OER and 31% HD is
achieved for split manufacturing over ITC-99 benchmarks.

We further demonstrated how circuit-level vulnerabil-
ities could be exploited for RFETs using the very same
transistor-level reconfigurability. We showed how such vul-
nerabilities occur due to faults or misconfigurations of in-
dividual transistors; using circuit-level simulations, short-
circuit or open-circuit scenarios have been demonstrated.
Such scenarios impact the current and the voltage levels,
and they manifest in sequential as well as combinational
circuits. Its severity can be gauged from the fact that such
misconfigurations can occur in an actual RFET-based circuit.

This work aims to open up interesting future research
directions regarding prospects pertaining to hardware secu-
rity (in terms of both security promises and security vulner-
abilities), which can accelerate the commercial integration
of RFETs in electronic circuits. The present work lays the
basic foundation on the security vulnerabilities in RFET-
based circuits. The electrical repercussions caused by such
a scenario are far more severe as it can present itself in the
form of meta-stability, change of critical paths and higher
dynamic and static power dissipation. Such scenarios are
like double-edged swords and can be applied for both kill-
switch or hardware Trojans.
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