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ABSTRACT The functional component for an FPGA is the logic element which enables it to adapt to various hardware descriptions. This behavior is mostly due to the MUX-like functional flexibility provided by these logic elements or cells. However, in recent years, decelerating transistor sizing as per Moore’s law has led to diminishing power, area and delay returns over cost [1]. Hence, the idea of venturing into FPGA logic cell designs based on emerging technologies is becoming not merely attractive, but even inescapable. The present work surveys various conventional and non-conventional logic cell designs proposed in the literature by identifying four logic design families, namely LUT-based, cone-based, matrix/cluster-based and transistor array-based. We then carry out a detailed comparison at two levels - a quantitative comparison based on metrics like power, delay and area which govern the overall performance of various FPGA architectures and secondly a qualitative comparison on factors which are important considering the ease of mainstream adoption. We highlight the importance of introducing and co-optimizing novel devices and architectures to maximize the overall FPGA performance.
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I. INTRODUCTION

SINCE 1984, the year Field Programmable Gate Arrays (FPGAs) were introduced, they are becoming ever more popular with researchers and the industry due to their very low design turn-over time. FPGAs provide the freedom to adapt the hardware as per application requirement. They boast of features like compile time and runtime reconfigurability, short time-to-market, easy prototyping etc. which make them a reliable and viable option in digital systems applications [2].

A typical FPGA architecture consists of the following primary components – (i) Logic cells for implementing logic; (ii) DSP blocks to accelerate complex arithmetic operations; (iii) Block RAMs for facilitating dedicated on-chip memory; (iv) Transceivers for high speed data transfer; (v) IO Blocks at periphery for external connections; and (vi) Interconnects and routing infrastructure to allow communication and transfer of signals between different blocks. Although, all the components play a role in deciding the overall efficiency of an FPGA architecture, this work focuses on the logic cell design, as it is the pivotal component that implements synthesized logic functions. The mainstream FPGAs rely on look-up-table (LUT)-based architectures [3]. These LUTs are the basic logic cells and are primarily based on static RAMs and multiplexers. A $k$-input LUT is capable of implementing any function of up to $k$ inputs. However, this functional completeness and flexibility comes at the cost of compromised delay, area and power consumption as compared to Application Specific Integrated Circuits (ASICs) [4]. These problems are getting further aggravated because of technology scaling. Though technology scaling for Complementary Metal Oxide Semiconductor (CMOS) continues, the area, delay and power benefits over cost are getting further skewed and this calls for rethinking the FPGAs’ logic cell architecture. For instance, the power consumption takes the maximum toll, as evident by the fact that with an operating voltage of 0.6V, around 50% of total energy consumption is wasted as leakage dissipation in modern FPGAs [5].

In order to circumvent CMOS scaling and the various challenges that come with it, researchers have proposed many ar-
chitectural modifications and system-level techniques which either focus on a single metric like area, power and delay or a particular combination of them. Many take a fresh perspective by involving emerging technologies like memristors [6, 7, 8], spintronics [9] and controllable-polarity transistors based on materials like silicon [10, 11, 12, 13] and germanium [14] nanowires, carbon nanotubes [15] and 2D materials like WSe₂ [16]. Nikonov et al. [17] demonstrate the promises of beyond-CMOS devices by benchmarking them and helping researchers seek methods of improving their power versus performance.

This paper surveys various FPGA logic cell designs and techniques proposed in literature and discusses how emerging technologies along with novel micro-architectures aim to mitigate the performance losses. We further investigate how different proposed designs favor commercial aspects like computer-aided design (CAD) adaptability and scalability. In the present work, we have focused on covering all major FPGA logic cell designs and hence, discussion on routing and interconnects is beyond its current scope.

II. FPGA LOGIC CELL DESIGN

In this section, we discuss the evolution of CMOS-based FPGA design starting from its earliest days. Search for programmable hardwares started way back in 1980s. The initial Gate Arrays such as sea-of-gates [18] provided enough flexibility for their time in low-volume production scenarios but were pursued less due to being only one-time-programmable. Then, came multiplexer-based (MUX-based) FPGAs as MUXes were capable of implementing any logic functions. They paved the way for more capable memory-based LUTs. Here we discuss various logic cells proposed, focusing on the incremental changes, starting from the initial MUX/LUT-based designs.

A. LUT-BASED FPGAS

Look-up-Tables (LUTs) use the underlying concept as memories followed by a MUX-tree so that all the possible outputs of a function are stored in SRAMs. The output is then selected by function inputs (which are connected to the select lines) through a tree of MUXes. LUTs are simpler than the MUX-based designs due to the fact that configuration only means rewriting the content of the SRAMs, which in the latter case, means changing the connections to MUX inputs as well as the select lines. Following is a discussion on LUTs while classifying them into two broad classes:

**Fixed-size LUTs**: Xilinx employed LUT-based logic cell design, primarily consisting of 4-input and 6-input LUTs [19]. A generic LUT is shown in FIGURE 1a, which consists of a tree of pass-transistor-based MUXes whose select lines are driven by the LUT inputs. The configuration bits are stored in SRAMs which drive the output of the LUT upon selection by the inputs.

**Fracturable LUTs**: It is rare that LUTs with more than 4 or 6 inputs are used for implementing FPGAs [20]. Feng et al. [21] proposed the S44 architecture (shown in FIGURE 1b) and demonstrated that the depth properties of a 7-LUT can be achieved without having to pay the heavy area price. The proposed design is a 7-input structure composed of two tightly coupled 4-input LUTs. While it cannot implement all the 7-input functions, it can implement almost all 5-input functions, 98% of all 6-input functions and 75% of all 7-input functions. The S44 cell saves on the number of logic levels in the critical path, translating to better delay and a significant decrease in area compared to 6-LUT for industrial benchmarks. Similarly, Altera’s Adaptive Logic Module (ALM) [22] can implement either one 6-input function or two 5-input functions or four 4-input functions. An ALM contains a 6-LUT that can be fractured into two 5-LUTs. In the case of two 5-LUTs in a single ALM, there must be no more than 8 unique inputs, so that a pair of 5-LUTs must share at least two inputs. In arithmetic modes, the 6-LUT can be used as four 4-LUTs, with two pairs of 4-LUT providing inputs to an in-built 2-bit adder.

B. FINE-GRAINED HETEROGENEOUS ARCHITECTURE BASED FPGAS

Ebrahimi et al. [23] motivated their work on the fact that on average, 97% of the functions in industrial or standard benchmark circuits are homomorphic, i.e. they belong to any one among a few NPN classes¹. They showed that these classes of functions can be efficiently implemented with power/performance-aware Reconfigurable Hard Logic (RHL). It was shown that 3-input functions are the ones that cannot be efficiently mapped onto an RHL, and hence a 3-LUT is used to implement them, resulting in a heterogeneous architecture as shown in FIGURE 2. Their primary motive was to keep the static power dissipation of dark silicon in check. At the cost of area, they use additional powering logic and shared configuration SRAMs. It involves the isolation of the targeted logic from GND by intermediate transistors driven by an SRAM. They also power-gate the configuration SRAMs so that a few shared ones can be powered-off when not required for implementing a function within the logic cell. Luo et al. [25] demonstrated a similar architecture which has Universal Logic Gates (ULGs) (analogous to RHLs) and LUTs in a certain ratio in a Configurable Logic Block (CLB), as shown in [25]. They determined the ratio of LUT:ULG which gives delay, power or area centric results.

C. FIELD PROGRAMMABLE TRANSISTOR ARRAY (FPTA)

Tian et al. [27] reported better area utilization figures with a fine-grained implementation of functions onto a programmable transistor array. FPTAs employ configurable array of transistors which are regularly-arranged into rows and columns. We know that the (CLB) of FPGAs rely on Look-up Tables (LUTs) for implementing combinational functions and an NPN (Negation-Permutation-Negation) class is a set of Boolean functions derived from each other by permuting and complementing the inputs, and complementing the output [24].
along with a flip-flop for sequential ones. In other words, an FPGA might allot an entire LUT to implement a relatively small logic function, while an FPTA efficiently configures only the required number of columns. An implementation of NAND3 in an FPTA is shown in FIGURE 1c. Another trait of this fabric and design style is its ability to be quickly reconfigured within a single cycle of operation by changing the inputs to the configuration transistors.

**D. AND-INVERTER CONE/NAND-NOR CONE**

Inspired by recent trends in logic synthesis, Parandeh-Afshar et al. [28] proposed that basic blocks based on And-Inverter Graphs (AIGs) provide a better compromise between hardware complexity, delay, flexibility and input and output counts. The authors call this new logic block as And-Inverter Cone (AIC) (see FIGURE 3a). It is a simple circuit where arbitrary AIGs can be naturally mapped. They have the following promising features as opposed to LUTs: (1) the AIC has more number of inputs and outputs, which allows it to implement larger, multi-output functions; (2) the AIC structure is similar to the regular expression of boolean algebra, which allows it to satisfy the logic synthesis requirements and abide by its optimizations for an improved performance; (3) the AIC’s area and delay increases linearly and logarithmically with the number of inputs, as opposed to the exponential and linear increase in the case of LUTs, respectively; (4) intermediate results can be directly reused through the intermediate outputs (known as side outputs) of the AIC, reducing logic duplication and improving the overall circuit area. The AIC cell along with the cone is shown in FIGURE 3a.

A crucial point of discussion of the AIC cell is that the propagation delay of the cell depends upon its configuration, which is rightly pointed out by the authors in [30]. In combinational circuits, different arrival times of signals that might otherwise transmit simultaneously, lead to signal competition and might cause glitches. Glitches often lead to instability and errors in the circuit. To tackle this issue, Huang et al. [29] improved upon the AIC cell with a new NAND-NOR cell as shown in FIGURE 3b which substitutes the AIC elements as shown in FIGURE 3a. The new cell was shown to have significantly lesser delay discrepancy (64% less) among its signal paths for different configurations and also has lesser number of transistors. This is made possible by the novel transistor-level design of the NAND-NOR cell and some architectural modifications with the input crossbars. One of the major changes is that the inverted inputs to the Level 1 of the cone are provided by external Delay-balanced Dual-phased Multiplexer (DDM) crossbars. This alone leads to significant area and delay reduction, compared to the crossbar used with AIC cone.

**III. NOVEL FPGA LOGIC CELL DESIGNS BASED ON EMERGING TECHNOLOGIES**

The application of novel devices in FPGA design has picked up pace in the last decade with many technologies being introduced having different traits. One of the earlier work using emerging nanotechnologies for FPGA architectures was done by DeHon [31, 32]. He proposed gate arrays using nanowires for implementing programmable hardware architectures. Since then, many emerging technologies like ambipolar Carbon Nanotubes Field Effect Transistors (CNTFETs) [15] and Silicon and Germanium Nanowires...
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Implementing a major portion of all 2-input functions. The dynamic logic for logic cell architecture and is capable of transistors. They used a novel architecture which uses dynamic logic cells based on ambipolar CNTFETs, which implement a subset of 2 or 3 input functions, and then arranged them in unique topologies to achieve functional completeness. This fine-grained approach showed better area utilization compared to a baseline LUT-based implementation.

A. LOGIC CELLS BASED ON RECONFIGURABLE CNTFETS

Jabeur et al. [34] proposed two 2-input cells designed to perform reconfigurable operations by exploiting the ambipolar property of double-gate CNTFETs. One of the cells is called SRC (Static Reconfigurable Cell) while the other is DRC (Dynamic/Domino Reconfigurable Cell). Both are capable of performing all the 16 functions (with 2 inputs) exploiting a specific correlation between inputs and configuration signals. They reported up to 2X delay improvements with both static and dynamic logic cells. Cheng et al. [35] used reconfigurable logic cells based on ambipolar CNTFETs, which implement a subset of 2 or 3 input functions, and then arranged them in unique topologies to achieve functional completeness. This fine-grained approach showed better area utilization compared to static logic ones. This allowed the authors to implement eight 2-input functions with a 7-transistor cell.

B. NOVEL FINE-GRAINED LOGIC CELL AND THEIR CLUSTER BASED ON RECONFIGURABLE SINW TRANSISTORS

Gaillardon et al. [36] investigated the implementation of FPGAs with fine-grained cells based on controllable-polarity transistors. They used a novel architecture which uses dynamic logic for logic cell architecture and is capable of implementing a major portion of all 2-input functions. The micro-architecture is a SiNW re-implementation of DRC. Using a \(k \times k\) matrix-based Basic Logic Element (BLE) they compare their implementation with \(k\)-input LUTs and show improvements. The logic cell and the cluster are shown in FIGURE 4a and FIGURE 4b, respectively.

However, there were certain limitations related to the proposed design: The major concern was the use of domino logic which is highly susceptible to noise. The proposed logic cell relies on a 4-phase pseudo clocking signal which consists of two precharge (pc) and two evaluation (ev) signals. Each logic cell is connected to these four signals, which are always switching in synchronization leading to higher power dissipation. Intermediate D-flipflops are needed to support pre-charge and evaluation of each domino stage. Moreover, the delay of domino logic cells have been shown to change almost more than twice as much as compared to static logic with process variations [37]. Since an \(n\)-input logic cell is of size \(n \times n\), it leads to an implicit logic excess. As the functions mapped onto a cell are convergent in nature, most of the logic nodes in the matrix would be configured as buffers or even left unused. On the other hand, circuits based on dynamic logic are known to be much faster and functionally dense as compared to static logic devices.

C. ALL-SPINTRONIC NAND-NOR CELL-BASED FPGA

Among many emerging device technologies, spin-based devices, commonly referred to as spintronics, show promise because they have good scalability, non-volatility, and ultra-low energy [38]. Williams et al. [9] aimed at fully extracting the benefits of new spin-based device technology. Specifically, they exploited the unique characteristics of a domain-wall logic device called the \(mCell\) [39] to achieve a direct mapping to NAND-NOR logic and proposed a high-throughput non-volatile alternative to LUT-based CMOS reconﬁgurable logic. As shown in FIGURE ??, their NAND-NOR cell consists of two programmable inverters. The inverters have a unique property that they exhibit similar delay in both inverting and non-inverting mode. This modification itself helps them in reducing the delay discrepancy between the best and worst-case configurations of the cell by more than 50\%. Their simulation results show that, for a similar logic capacity, the NAND-NOR FPGA design with \(mCell\) devices excels across all metrics when compared to the CMOS-based NAND-NOR FPGA design. It is to be noted that using domain-wall devices as a drop-in replacement in a CMOS-style design may not be promising owing to the relatively low switching ratio inherent in domain-wall devices [39]. It requires design methods which can tolerate low switching ratios. In this light, Williams et al. used threshold logic approach to achieve almost twice the functionality for the same device count [40].

D. MEMRISTOR-BASED LUT CELL

The memristor emerged as the fourth passive element after resistor, capacitor and inductor when it was postulated by Chua [42] and then realized by Strukov et al. [43] using a nano scale thin film of titanium dioxide sandwiched between two platinum electrodes. Subsequent research on memristors [44, 45, 46, 47, 48, 49] advocate it as a potential replacement for conventional memories due to its higher density, non-volatility, lower power consumption and faster read speeds. Xia et al. [50] successfully fabricated and demonstrated memristor-CMOS hybrid integrated circuits. Cong et al. [8] showed significant area savings on the existing CMOS-compatible memristor fabrication process by using...
memristors for programmable interconnects and laying them over logic blocks. Sampath et al. [51] showed memristor-based routing crossbars while Guo et al. [52] demonstrated a memristor-based logic cell to be a potential candidate for LUT implementation.

Kumar et al. [6] and Almurib et al. [53] proposed a memristor-based cell for an LUT of an FPGA. The authors implemented arrays of size $4 \times 4$ and $6 \times 6$ (equivalent to 4-LUT and 6-LUT) and compared them with the memory cross-point implementation and schemes in [44, 45, 46]. They achieved substantial delay improvement over the baseline. When compared to SRAM-based designs, the memristor-based LUTs are generally faster in terms of READ, but suffer in terms of WRITE [7]. In its defense, it can be argued that we WRITE to an FPGA once for initial configuration, and, infrequently for reconfiguration, but subsequently, it is READ many times.

Gaillardon et al. [41] proposed a Generic Memristive Structure (GMS) cell, as shown in FIGURE 6 and used it to replace the pass-transistor-based MUXes in LUTs. Additionally, they used the GMS to replace the routing MUXes. As a result, improvements in delay and area are observed along with a reduction in power as leakage in memristor-based MUXes is almost non-existent.

FIGURE 5: Spintronic-based NAND-NOR cell [9]

FIGURE 6: Memristor-based GMS cell [41]

IV. COMPARISON

In this section, we carry out a detailed comparative analysis among the surveyed logic cell designs. Further, we present an overview on various emerging technologies by comparing them in the context of their suitability for implementing FPGA architectures. We also point out at methods to better embrace emerging technologies as they mature for FPGA architectures. Finally, we qualitatively summarize all the designs and discuss about factors which are important for their scalability and commercial viability.

A. SETUP

We group the surveyed logic cell designs into four families based on their architectures and design topologies – matrix/cluster-based, cone-based, LUT-based and transistor array-based. Most of the works on novel logic cell designs either compare their proposed design with the corresponding similar input LUT or show a benchmark level evaluation or both. We have compiled all these evaluations in TABLE 1 and FIGURE 7. TABLE 1 reports the area, delay and power numbers as quoted in respective works. While TABLE 1 shows individual logic cell-level comparisons, FIGURE 7 shows a quantitative comparison among all the designs in terms of area and delay (and power for available data) over the MCNC benchmarks\(^2\). All the values are normalized to a 4-LUT. The normalization calculations are done based on the 4-LUT vs. 6-LUT comparison reported in [21]. The background color in FIGURE 7 signifies that a design is better as its gradient darkens, thus indicating better area-delay product.

B. QUANTITATIVE ANALYSIS

Cluster/Matrix-based: For the cluster/matrix-based designs employing logic cells constructed using reconfigurable CNT-FETs, it can be seen from TABLE 1 that SRC and DRC cells have 50% and 58% delay improvement respectively as compared to 2-LUT based on CNTFET. It is due to their minimalistic design using ambipolar devices and the fast switching characteristics of CNTFETs.

Progressing with the cluster-based approach, for the DRC logic cell re-implemented with SiNW transistors, the delay results draw parallels with the results reported for DRC with CNTFETs. As shown in FIGURE 7, the novel matrix-based cluster design helps in offsetting the area for a 43% advantage over CMOS based 4-LUT. The delay is 23% less than the baseline 4-LUT-based FPGA. Again, the use of dynamic logic along with the fact that SiNW transistors dissipate higher dynamic power, leads to a 19% power penalty. However, impact of intra-cellular routing was not discussed in their evaluation. Given the fact that interconnect and fanout can account for up to 90% of total FPGA power [54], it is an important parameter for evaluation of FPGA performance.

\(^2\)We have shown evaluation over MCNC benchmarks because it was the most common denominator across the proposed logic cell designs. Discussion about works which have carried out evaluation over VTR or other benchmarks has been done in the text.
TABLE 1: Quantitative comparison among proposed logic cell designs in terms of delay, area and power (↓: less, ↑: more)

<table>
<thead>
<tr>
<th>Family</th>
<th>Design</th>
<th>Results shown for</th>
<th>Compared with</th>
<th>Delay</th>
<th>Area</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster/Matrix-based</td>
<td>CNTFET-based (Static) [34]</td>
<td>SRC cell (CNTFET)</td>
<td>2-LUT (CNTFET)</td>
<td>50% ↓</td>
<td>No difference</td>
<td>5% ↓</td>
</tr>
<tr>
<td></td>
<td>CNTFET-based (Dynamic) [34]</td>
<td>DRC cell (CNTFET)</td>
<td>2-LUT (CNTFET)</td>
<td>58% ↓</td>
<td>50% ↑</td>
<td>26% ↑</td>
</tr>
<tr>
<td></td>
<td>And-Inverter Cone [28]</td>
<td>6-level AIC cell (CMOS)</td>
<td>6-LUT cell (CMOS)</td>
<td>20% ↓</td>
<td>138% ↑</td>
<td>—</td>
</tr>
<tr>
<td>Cone-based</td>
<td>NAND-NOR Cone [29]</td>
<td>6-level NAND-NOR cell</td>
<td>6-LUT cell (CMOS)</td>
<td>30% ↓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Spintronic NAND-NOR [9] Cone</td>
<td>6-level Spintronic NAND-NOR Cluster</td>
<td>6-level CMOS</td>
<td>17% ↓</td>
<td>—</td>
<td>57% ↓</td>
</tr>
<tr>
<td></td>
<td>NPN Classification-based Hybrid LUT [23]</td>
<td>RHL1, RHL2, RHL3</td>
<td>4-LUT (CMOS)</td>
<td>55% ↓</td>
<td>39% ↓</td>
<td>43% ↓</td>
</tr>
<tr>
<td>LUT-based</td>
<td>Memristor-based LUT [6]</td>
<td>4x4, 6x6 matrix</td>
<td>[44, 45, 46]</td>
<td>97% ↓</td>
<td>97% ↓</td>
<td>—</td>
</tr>
</tbody>
</table>

**FIGURE 7:** Comparison among all designs in terms of area, delay and power over MCNC benchmarks, normalized to a 4-LUT (Available power figures within braces)

**Cone-based:** As shown in TABLE 1, a one-to-one comparison between just the 6-level AIC cell and 6-LUT show that the AIC has 20% less delay but the area is more than 2X. But a one-to-one comparison is not indicative of the actual performance of the logic cells as the LUT has 6 inputs while a 6-level AIC has 2^6 = 64 inputs. As illustrated in FIGURE 7, evaluation over MCNC benchmarks shows that 6-level AIC has a 32% advantage in terms of delay, while the area is comparable. This advantage is due to two primary reasons. First, the ease with which a function graph with many inputs can be mapped onto a cone and second, the ability to tap-out intermediate outputs, which discourages logic duplication and thus, keeps area in check.

As reported in [30], the delay glitch caused by the delay variation in the cone proposed in [28] may induce additional dynamic power consumption and affect the overall stability of the circuit. The use of the NAND-NOR cell proposed by Huang et al. [29] along with the use of DDM crossbars contribute to achieving lesser delay discrepancy among the configurations of the cone. As shown in TABLE 1, the 6-level NAND-NOR cell has 30% lesser delay compared to a baseline 6-LUT based implementation. Results with MCNC and VTR benchmarks show a 14% and 3% improvement in delay and 35% and 18% improvement in area, respectively, when compared to a 6-LUT implementation. Compared to 6-AIC, it is 13% and 4% faster and has 21% and 15% lesser area footprint for MCNC and VTR benchmarks respectively. When normalized to a 4-LUT, it is 20% faster and 53% smaller in terms of area over the MCNC benchmarks, as shown in FIGURE 7. However, the authors do not discuss the power dissipation of the cone-based designs. It can be ascertained that the power due to configuration SRAMs would be less than LUTs because for an n-input cone, there are only n-1 SRAMs. In the case of LUTs, an n-input cell has 2^n SRAMs, which add to the power overhead. However, despite the improvements over AIC, NAND-NOR cones still have an input-to-output delay variance of up to 20% [9], and the glitches caused by it are not in the favor of power as it might cause extra leakage dissipation. Additionally, the delay variance burdens the FPGA timing analysis CAD tools and might make the idea of achieving dynamic reconfigurability with this architecture a challenge.

For the all-spintronic implementation of the NAND-NOR cone as proposed in [9], it can be seen from TABLE 1 that a 6-level all-spintronic NAND-NOR cluster has 17% lesser delay and a radical 57% lesser power dissipation as compared to a CMOS implementation of 6-level NAND-NOR. Reported results over MCNC and VTR benchmarks show a delay improvement of 26% and 14% while an area improvement of 65% and 55%, respectively when compared to CMOS-based 6-LUT implementation. It also decreases the delay variance between configurations by 59% compared to the baseline implementation. After normalizing the area and delay to a 4-LUT, it can be seen in FIGURE 7, that the delay is 31% less and area is a radical 73% less. Owing to the improvements, it eases the burden on FPGA timing analysis and paints a promising picture for its use in applications requiring dynamic reconfiguration. Moreover, since the output

---

3The improvements reported in [28, 30, 29] are shown as geometric means.
signals in spintronics is current-based, a serial fanout scheme is required to send the same amount of current in downstream gates, rather than the large tapered buffers needed in CMOS. This helps to save overall circuit energy consumption.

**LUT-based:** FIGURE 7 shows the delay, power and area figures for conventional 6-LUT as compared to a 4-LUT over the MCNC benchmarks. It is proven that 4-LUT and 6-LUT are the most-used LUT sizes across all FPGAs owing to their optimal area and performance figures respectively. For the S44 architecture, the delay over MCNC and industrial benchmarks for S44 is 7% and 3% less as compared to a 4-LUT-based, respectively. However, as seen in FIGURE 7, the area over MCNC benchmarks increase by 5%. The non-routability of the intra-cell connections is cited as the reason for this [55]. The area over industrial benchmarks is 4% less as compared to 4-LUT. This is attributed to the presence of less logic near the critical path which might otherwise trigger logic duplication. The authors do not report any power figures but indicate that the S44 cell would have a static power advantage over 6-LUT as static power tends to correlate with area—and S44 has a smaller area as compared to 6-LUT.

The power-gating approach with RHLs taken by Ebrahimi et al. [23] helps reduce the total power dissipation over MCNC, VTR and IWLS benchmarks by an average of 19%, when compared to a 4-LUT design. Due to the minimalist transistor footprint of the RHLs, the delay over the same benchmarks fared 2% better than the implementation on conventional 4-LUT. However, as shown in FIGURE 7, the area takes a toll, and is 19% more than the baseline. Similarly, the LUT-ULG hybrid approach proposed by Luo et al. [25] achieve 11%, 10% and 17% better figures for delay, area and power respectively, when compared to 4-LUT. The delay figure is for a LUT:ULG ratio of 3:7. This is an optimal ratio because a ratio smaller than this (1:9 or 2:8) would mean fewer LUTs in a CLB, which might lead to the use of extra CLBs to accommodate the need for more LUTs in a circuit. A ratio higher than 3:7 means that the percentage of ULGs in the total implemented circuit decreases, which leads to diminishing delay benefits. Due to the same reasons, the area and power figures are for a LUT:ULG ratio of 4:6.

As can be seen in TABLE 1, the memristor-based LUT [7] has a READ delay improvement of 97% as compared to the cross-point memory structures and scheme used in [44, 45, 46]. The energy dissipation for a READ operation on the LUT is 56% and 60% less for 4×4 and 6×6 matrices respectively. However, there is no mention of area. But it can be speculated that the area would be comparable, or even lesser, which is decided by two opposing factors—1) The controller circuit required to WRITE/READ into the memory cells and the presence of amplifiers which have passive components like resistors and capacitors, and 2), the density of laying memristor cells onto the substrate [56]. The former pushes area margins higher while the latter brings it lower. Similarly, the GMS-based implementation by [41] shows 7% better delay and 58% lesser area compared to 4-LUT, over MCNC benchmarks (as shown in FIGURE 7). .

**Transistor-array based:** The Field Programmable Transistor Array (FPTA) proposed by Tian et al. [27] is shown to have a 15% lower area utilization compared to the baseline architecture of Altera Stratix EP1S10, as shown in TABLE 1. FIGURE 7 gives an overall picture for all the four design families in terms of delay and area with respect to our baseline (4-LUT). We can see that most of the design families are within the blue-dotted rectangle which show better area or delay numbers or both as compared to 4-LUT. Concluding remarks for power, delay and area metrics are as follows:

1) **Power**
Power is at the peak of all concerns which researchers try to tackle, with the modern devices becoming more and more mobile and ubiquitous. Especially with the number of transistors that are packed into a single die already in the billions, static power dissipation is becoming a bigger concern as compared to dynamic power. From FIGURE 8, it can be observed that hybrid-logic-based, memristor and spintronic-based cells are the primary power-centric designs. More significant power savings are shown inherently by spintronic and memristor-based cells.

2) **Delay**
It is to be noted that not all the designs are delay centric, and the ones which are, do so by either employing novel cone-based architecture or using devices like CNTFETs and memristors. The best delay improvement is shown by the cone-based architectures especially spintronic NAND-NOR (as evident from FIGURE 7). This is primarily because they use lesser memory elements like SRAMs compared to LUTs. On the other hand, hybrid-logic [23, 25] showed comparable performance as compared to 4-LUTs.

3) **Area**
Area is however, a very loosely-defined criterion. Logic density is a more crucial metric which researchers are targeting by proposing functionally dense fine-grained cells. Again, among all the designs compared in terms of area, spintronic NAND-NOR is the most noteworthy (see FIGURE 7). Special techniques like the use of intermediate outputs which are possible using fracturable LUTs and AIC architectures are specially useful in saving area. The memristor-based GMS cell trails closely behind due to the presence of elaborate programming circuitry, but is nonetheless promising. Since in a reconfigurable logic, up to 40% area is dedicated to the storage of configuration signals [57], the functional overlap of logic with configuration in memristors leads to savings in area.

**C. OVERVIEW OF LOGIC CELLS BASED ON EMERGING TECHNOLOGIES**

From FIGURE 7, it is apparent that most of the gains in terms of area, power and delay are in the case when emerging technologies are used. On the basis of quantitative results, we have compiled a high-level comparison among
TABLE 2: Qualitative comparison among emerging technologies w.r.t. CMOS (Legend: Better ⬤, Similar ●, Worse ○).

<table>
<thead>
<tr>
<th>Emerging Technologies</th>
<th>Delay</th>
<th>Power</th>
<th>Area</th>
<th>Volatility</th>
<th>Ease of adoption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambipolar CNTFETs</td>
<td>⬤</td>
<td>●</td>
<td>●</td>
<td>Volatile</td>
<td>●</td>
</tr>
<tr>
<td>Ambipolar SiNW RFETs</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>Volatile</td>
<td>●</td>
</tr>
<tr>
<td>Spin-based devices</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>Non-volatile</td>
<td>●</td>
</tr>
<tr>
<td>Memristors</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>Non-volatile</td>
<td>●</td>
</tr>
</tbody>
</table>

various emerging technologies used for FPGA logic cell design in TABLE 2. Recently, a 16-bit RISC-based processor has been demonstrated using CNTFETs [58]. Among the ambipolar technologies, CNTFETs show faster performance but often show higher power consumption as compared to CMOS. The biggest problem is with their adoption into mainstream electronics because of their instability issues at room temperature and in non-vacuum conditions [59].

SiNW based FETs are more readily adoptable because they follow the same top-down manufacturing process as CMOS [60, 61]. However, SiNW FET are Schottky-contact based devices and hence tend to be slower as compared to CMOS [62]. In their current state, although they are frugal in static power dissipation, they end up dissipating more dynamic power due to the presence of more parasitic capacitances. However, it might be rewarding to pursue voltage scaling and multi-threshold techniques [63] to further curtail power in these devices. The above two technologies are still charge-based and the movement of carrier charges defines the logic function.

In case of spin-based devices and memristors, the operating mechanism is different, with the former being current-based. In case of spin-based devices, the information is encoded in the spin of the electron. This requires taking care of many aspects [64] for it to be a viable option. Hence, naturally as a technology, they are complicated and expensive to be built commercially. On the other hand, memristors are easier to adopt and there have been works which demonstrate fabricated reconfigurable logic circuits based on CMOS compatible processes [50]. Thus, memristors show better promise in the near future as they have much better delay and power figures as compared to CMOS.

D. QUALITATIVE SUMMARY

Each of the techniques mentioned in the previous section either targets overall performance gains compared to the conventional CMOS counterpart or focuses on improving upon a specific metric. They also have various degrees of CAD complexity and ease of adaptation. A qualitative comparison among all the designs can be seen in FIGURE 8.

1) Scalability

All logic designs do not scale with the same ease as an LUT-based design. Designs like NPN-based and memristor-based are supposed to scale up in a manner similar to LUTs, cones based on CMOS or spintronics scale based on the number of levels and inputs, while the CNTFET-based cells scale in a grid-like fashion. NPN-based hybrid designs don’t scale well (see FIGURE 8) because with higher number of inputs, the NPN classes increase exponentially and it becomes challenging to find suitable RHLs that cover a good subset of them. With transistor arrays [27], the configuration overhead of each transistor in each column grows beyond viability with scaling. The intra-cellular routing wires also factor in when the cell scales up. This is more pronounced in matrix/cluster-based designs, which, in the worst case, might downplay the benefits of the finer logic grains.

2) CAD Modification

Novel architectures like AIC/NAND-NOR cones and matrix-like cluster need novel mapping algorithms as the individual units/cells implement only a subset (without input correlation) of the function space for a given number of inputs. In case of the matrix-based approach, it is essential to map an n-LUT’s functions to an equivalent matrix of size \( k \times k \), where each logic cell implements a subset of all \( n \)-input functions. In case of the cone-based approach, the function-graph of a logic needs to be mapped onto the cone in a depth-constrained manner [65], where each logic cell can only switch between NAND and NOR functionality. For emerging technologies, steps such as physical synthesis will play a role and need more exploration. Among memristors and spintronics, the former is closer to adoption backed by fabricated demonstrations and measurement results, while spintronics is still in its infancy.

3) Routing Architecture Modification

Most of the logic cell design families like the cluster-based and LUT-based (including NPN-based, memristor-based and S44) use conventional input crossbar MUXes (fully-connected or depopulated). However, the conical design with NAND-NOR proposed by Huang et al. [29]
use a special Dual-phased Delay-balanced Multiplexer (DDM). Also, memristor-based implementation need additional READ/WRITE-control circuitry. This is closely related to routing algorithms in FPGAs as they need to mould themselves according to the capabilities of a certain design topology. For instance, with an appropriate control circuitry, a memristor-based crossbar can be used for both routing and logic implementation.

E. TECHNOLOGY READINESS LEVELS

In order to compare all the proposed logic cell designs, we have used the concept of Technology readiness levels (TRLs) [66] as a recognized figure of merit. We have added TRLs to each of the individual technology in FIGURE 8. Of these, the first two i.e. SRAM-based LUTs and S44 fracturable LUT are at TRL-9 which implies that these are in the class of “actual system proven in operational environment”. These logic cells are contemporary solutions in commercial FPGAs. The next four are at TRL-7 which implies “system prototype demonstration in operational environment” as they are CMOS-based and hence are fabrication-ready. However, an actual system has not been demonstrated. The CNTFET-based logic cells (cluster-based logic cells) or spin-based are based on emerging nanotechnologies. These logic cells are based on models developed in lab and hence are not fully mature in terms of commercial adoption. Finally, memristor, as a technology is at a more advanced state (TRL-5) and are also available as components from industry [67]. However, LUTs based on memristors are based on available memristor technology models and a full-fledged system has not been yet demonstrated.

V. CONCLUSION AND FUTURE DIRECTIONS

Emerging technologies and novel architectures indeed provide opportunities to further increase FPGA performance and keep Moore’s Law alive. However, there is no winning formula to a design that is better than the baseline in terms of delay, power and area while also being cost-effective and easy to adapt and implement. We can deduce from the existing work that while power-gating with hard-logics is still keeping CMOS alive (in terms of power), adopting and co-optimizing novel devices like SiNW, spintronics and memristors into architectures like hybrid clusters and cones holds promise for further improving power figures. However, there are a number of caveats which prevent their blind adoption. Memristors, on the other hand, open up an entirely new paradigm of In-Memory Computing [68], but come with their own set of challenges like mass-integration into the current fabrication flow, sneak-currents affecting the READ and WRITE characteristics, and ringing-effect associated with RESTORE after READ [6].

As device technology matures, researchers will come up with more optimized CAD tools that better exploit their capabilities. The target is to employ the emerging technologies and optimize them to achieve holistic system-level efficiency and complement current methods like partial reconfiguration. While the search for the universal switch/memory continues, pursuing heterogeneous architectures, by employing each technology’s forte, could be the most promising step towards the future.
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