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Abstract—The high leakage current has been one of the critical issues in SRAM-based Field Programmable Gate Arrays (FPGAs). In recent works, resistive non-volatile memories (NVMs) have been utilized to tackle the issue with their superior energy efficiency and fast power-on speed. Phase Change Memory (PCM) is one of the most promising resistive NVMs with the advantages of low cost, high density and high resistance ratio. However, most of the reported PCM-based FPGAs have significant active leakage power and reliability issues. This paper presents a low active leakage power and high reliability PCM based non-volatile SRAM (nvSRAM). The low active leakage power and high reliability are achieved by biasing PCM cells at 0 V during FPGA operation. Compared to the state-of-the-art, the proposed nvSRAM based 4-input look up table (LUT) achieves 174 times reduction in active leakage power and 15000 times increase in retention time. In addition, the proposed nvSRAM-based FPGA system significantly accelerates the loading speed to less than 1 ns with 2.54 fJ/cell loading energy.

Index Terms—Active leakage, field programmable gate array (FPGA), low power, multi-context, non-volatile memory (NVM), non-volatile SRAM, phase change memory (PCM), read disturbance.

I. INTRODUCTION

S

RAM-BASED Field Programmable Gate Array (FPGA) logic circuits have been under focused development in the past 20 years [1]–[4]. However, they require reprogramming each time when powering on, because SRAMs lose the configuration information after powering down. Moreover, as CMOS technology nodes scale down to 90 nm and below, the leakage power has rapidly become the dominant component of total power dissipation [5], [6]. As a result, SRAM-based FPGAs suffer from slow power-on speed, high power-on power and leakage power. The high power-on power and slow power-on speed limit the power-off opportunities of the FPGA. In other words, it is not possible to power off the FPGA when the idle time between two events is short. Moreover, additional external non-volatile memory (NVM) is required to store the configuration information.

The emerging resistive NVM technologies with the advantages of high density, near zero power-on delay, and superior energy efficiency have provided an excellent platform to advance the FPGA technology. Phase Change Memory (PCM) [7]–[9], Resistive Random Access Memory (RRAM) [10], [11] and Spin-Torque Transfer Magnetoresistive RAM (STT-MRAM) [12], [13] are three candidates in the emerging NVM technologies. PCM could be a universal NVM [14] that provides the benefits of high density [15], high scalability [16], low cost [17] and high resistance ratio [18]. The $4F^2$ small PCM cell size based on 20 nm technology node has been achieved by Samsung [19]. The high resistance ratio between the amorphous ($\text{RESET}$) and poly-crystalline ($\text{SET}$) states increases the read reliability. Moreover, PCM also has the potential to achieve nano-second [20] and sub micro-ampere current switch [21].

A few works have been reported to integrate NVM cells into FPGA circuits in [22]–[26]. However, those works have various drawbacks that limit their applications in FPGAs. For example, the designs in [22], [23] have a write reliability issue due to sneak paths. [24] in essence is the SRAM-based FPGA. Therefore, it still suffers from long configuration time and high configuration power when powering on. [25] and [26] suffer from high active leakage power (the leakage power during normal operation) and low reliability issues due to high dc voltage (VDD) on NVM cells during the FPGA normal operation. The detailed discussion of the related works will be provided in Section II-B.

In this paper, we propose a low active leakage power and high reliability non-volatile SRAM (nvSRAM) storage element with high loading speed. PCM is used in our nvSRAM, but it is worth noting that our nvSRAM cell can be extended to all resistive NVMs. To achieve the low active leakage power and high reliability, PCM cells are only sensed when powering on. In the FPGA operation mode, they are biased at 0 V by pulling both nodes of PCM cells to the ground. Therefore, there is no active leakage power in PCM cells, and the retention time can be greatly improved. As a result, our proposed nvSRAM is able to load configuration information within 1 ns, achieving fast multi-context switching abilities, and 41.8 pW low active leakage power during FPGA operation. The retention can be longer than 10 years. The FPGA system loading speed and energy are 1 ns and 2.54 fJ/cell, respectively.
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The paper is organized as follows: Section II introduces the background of PCM and the related works. Section III discusses our proposed nvSRAM based FPGAs, and its advantages. Section IV analyzes the proposed PCM based nvSRAM and its operation in different modes, and Section V provides the simulation results of the proposed nvSRAM. Finally, the conclusions are drawn in Section VI.

II. BACKGROUND

A. Phase Change Memory

The typical PCM structure is a chalcogenide layer (i.e., Ge2Sb2Te5, or GST) sandwiched between a metal contact and a heat electrode. The heat produced by the passage of an electric current through the heating element is used to transform the material between the poly-crystalline and amorphous states. As shown in Fig. 1, if the chalcogenide material is quickly heated (melting) and quenched (rapid cooling), it will be set to the amorphous state (high resistance state, \( R_H \), binary ‘0’). On the other hand, if the material is held in its crystallization temperature range for some time (annealing), it will be set to the poly-crystalline state (low resistance state, \( R_L \), binary ‘1’). The cell resistance between the poly-crystalline and amorphous states may have orders difference. Therefore, as shown in Fig. 1, \( \text{RESET} \) (quickly heating and quenching) requires short pulse and high voltage, while \( \text{SET} \) (holding in crystallization temperature) requires long pulse and medium voltage. To avoid unintended write, the read voltage should be much lower than the \( \text{SET} \) voltage.

One of the important concerns to integrate the NVM in FPGAs is its retention. The NVM may lose its advantage over other volatile memories if the states can only be retained a few seconds. Retention failure of PCM occurs when the phase-change material in the amorphous state is crystallized into the poly-crystalline state. The crystallization process can be accelerated by chip temperature and/or reading bias voltage [27], also named as thermal disturbance and read disturbance, respectively. The bias voltage on PCM cells will heat up phase change material. The crystallization speed of PCM is dependent on the temperature and increases when the temperature is higher. The elevated temperature due to the bias voltage will result in fast crystallization and hence poor retention. This is also one of the reasons to hold the read voltage much lower than \( \text{SET} \) voltage. Since the read voltage exponentially reduces the retention time [27], we propose to bias PCM cells at 0 V during FPGA operation which could greatly improve their retention performance. The read disturbance not only exists in PCM, but is also one of the major issues in RRAM [28] and STT-MRAM [29], since the read operation shares the same current path as the write operation.

B. Related Works

FPGAs have the opportunity to significantly reduce the area, power and delay with emerging resistive NVMs. We categorize the conventional FPGA configuration memory technologies into three, i.e. SRAM, 2T1R, 1T2R, as shown in Figs. 2(a), 2(b) and 2(c), respectively. The SRAM solution requires long configuration time as well as high power during configuration and standby. The 2T1R solution as shown in Fig. 2(b) was suggested in [22] and [23] to replace the NMOS switch and SRAM cell to achieve high speed and density. Although it addresses some of the issues in SRAM solution, it faces problems such as significant low write reliability and high current due to the high leakage current in the sneak paths.

For example, to program NVM cell \( R_{NW} \) between nodes N and W in Fig. 3, the potential on N is at either \( V_{set} \) or \( V_{reset} \) (where \( V_{set} \) and \( V_{reset} \) are the \( \text{SET} \) voltage and \( \text{RESET} \) voltage, respectively), and W is grounded. However, if \( R_{NW}, R_{SN} \) and \( R_{SW} \) are at high, low and low states, respectively, most of the current passes through \( R_{SN} \) and \( R_{SW} \) due to the large difference between \( R_B \) and \( R_L \), which can be as high as two orders in resistance. Therefore, the current going through \( R_{NW} \) may be too small to switch the state of the cell. The 1T2R solution as shown in Fig. 2(c) was reported in [25] and [26] which has the advantages of instant power-on and zero standby power. Unfortunately, it suffers from high active leakage power and low reliability issues, which limit their application in FPGAs.

The high active leakage power and low reliability are caused by the insufficient \( R_H \) (only around 2 M\( \Omega \)), and the low retention of PCM cells with a 1 V bias voltage, respectively.

III. PROPOSED NVSRAM BASED FPGA

The proposed nvSRAM based FPGA, as shown in Fig. 4, has the similar architecture as conventional SRAM-based FPGAs.
The only difference is that 6T SRAMs are replaced by PCM based nvSRAMs to configure FPGAs.

A. Working Modes and Power Advantage

In the proposed nvSRAM based FPGA, we introduced a loading mode in addition to the traditional sleep mode, configuration mode and normal operation mode. The configuration mode and loading mode of the proposed nvSRAM based FPGA are used to write configuration information to PCM cells, and read configuration information from PCM cells to latches, respectively.

The nvSRAM based FPGAs are only programmed once in the configuration mode. Thereafter, the information stored in the loading mode to configure the logic and routing in FPGAs. There is only one time loading when FPGAs are powered on. The instant power-on and non-volatile abilities of nvSRAMs reduce the sleep power, power-on time and power-on energy, allowing FPGAs to be powered on/off more frequently to reduce the power consumption.

Fig. 5 explains the power consumption of conventional SRAM-based FPGAs and our proposed nvSRAM-based FPGAs in different operation modes.

One solution to reduce the chip area and power consumption is through runtime reconfiguration (RTR) by increasing the hardware utilization [30]. RTR is the ability to modify or change the functional configuration of the device during operation. It can reduce the hardware components (area) and power consumption by reusing the same FPGA for several functions. As it involves reconfiguration during program execution, fast configuration is very important for RTR. However, the traditional single-context FPGA structure only allows one full-chip configuration to be loaded at a time results in very slow reconfiguration. Therefore, SRAM-based multi-context FPGA has been proposed [31]. A key advantage of the multi-context FPGA over a single-context architecture is that it allows the nanoseconds context switch, whereas the single-context may take milliseconds or more to be reprogrammed [31].

However, due to the volatile nature of the SRAM, SRAM-based multi-context FPGAs still suffer from several fundamental drawbacks, including long configuration loading time (need to reload the configuration from the external NVM array every time when powering on), excessive active leakage power (have to always power on all context layers), large configuration memory area (large size of SRAM), low standby possibility and etc.

We propose using NVMs to replace SRAMs to form an NVM-based multi-context FPGA. The NVMs are used to store the FPGA configuration information. Fig. 6(a) illustrates the N-layer multi-context architecture for conventional SRAM-based multi-context FPGAs. N is set to 8 in this example for illustration, but not limited to 8. It can be seen that there are eight context layers of SRAMs. Each SRAM layer contains the configuration information for a different function. Based on the application, different SRAM layer is selected. The switching among these configuration layers can be achieved during execution. The multiple configuration layers can be combined to emulate a single large function. Fig. 6(b) shows the proposed nvSRAM based multi-context FPGA. The main difference is that the eight SRAM layers are replaced by eight NVM layers. Each NVM layer contains different function. It has the same operation scheme as the conventional SRAM-based one. A shared sensing circuit is
designed to control the NVM layers. Because the cell size of NVM is only about 3% of that of SRAM [32], the chip area of FPGA could thus be significantly reduced.

IV. PROPOSED STORAGE ELEMENT

To reduce the active leakage power and increase the reliability, we follow three design principles. The first principle is to bias PCM cells at 0 V during the FPGA normal operation. Hence there is no active leakage current on PCM cells, and their states will not be disturbed. The second principle is to quickly load the configuration information from PCM cells to latches with low read power, thus allows the FPGA to be powered on/off more frequently, and switch between contexts much faster. The last principle is to remove the high voltage inside the nvSRAM during PCM cell programming, thus low VDD devices can be used to achieve high density. With these principles, we propose both single-context nvSRAM and multi-context nvSRAM in the following.

A. Single Context nvSRAM

The proposed PCM based single-context nvSRAM storage element is shown in Fig. 7. As discussed in Section III, our proposed nvSRAM has three modes besides the sleep mode, the detailed description of each mode is provided as follows:

a). In the configuration (write) mode, read enable signal (REb) is high to turn off the equalization transistor MP2, thus the four transistors (MP1, MP1, MN0 and MN1) formed latch isolates FPGA operation supply voltage (VDD) from nodes SLp and SLn. This results in no dc path between VDD and the write voltages (Vreset and Vset) of the PCM cells. Meanwhile, the control signal S1 is high to pull nodes STLp and STLn to the ground. The nodes BLp and BLn are driven by the SET voltage (Vset) and RESET voltage (Vreset) pulses according to the configuration information. For example, if the configuration information is “0”, R0 and R1 are under RESET and SET operations, respectively. It is worth noting that the high write voltage is not connected to SLp or SLn, as reported in [33]. This avoids the use of thick oxide transistors in the latch. After configuration, R0 is at high resistance state (RH), and R1 is at low resistance state (Rl). The simplified schematic of the proposed nvSRAM to write the PCM cells is shown in Fig. 8(a).

b). In the loading (read) mode, as shown in Fig. 8(b), BLp and BLn are pulled to the ground, and S1 is low to disconnect STLp and STLn from the ground. Meanwhile, REb is also low to equalize STLp and STLn to VDD – Vthp – Vthn, where Vthp and Vthn are the threshold voltages of PMOS and NMOS transistors, respectively. Due to pre-configured information on R0 and R1, the nvSRAM forms two asymmetric current paths. For example, when R0 = RH, R1 = RL, the current on R1 is much larger than that on R0. Therefore, the output node Qp is pulled down, thus this path is the main. Asymmetry of current paths forms a third current path in MP1 from Qp to Qn. Once REb is high, the latch pulls Qp to VDD and Qn to the ground.

c). In the FPGA normal operation mode, BLp and BLn are still at the ground, and REb is high. Moreover, S1 is turned on to pull STLp and STLn to the ground and thus bias PCM cells at 0 V, resulting in zero active leakage power and long retention time. The nvSRAM works like a conventional SRAM to configure the logic and routing in the FPGA. Fig. 8(c) shows the simplified SRAM-like schematic of the nvSRAM during the FPGA normal operation mode.

The control logic information of our proposed nvSRAM in different operation modes is tabulated in Table I. The proposed nvSRAM contains 7 transistors, one more than the conventional 6T SRAM. During writing, the drain of transistors MN3 and MN4 are pulled to the ground, and the high write voltage is isolated by the PCM cells. As a result, thin oxide transistors can be used in the nvSRAM, leading to significant reduction in nvSRAM size.

B. Multi-Context nvSRAM

We further propose an nvSRAM with multiple layers of programming bits (multi-context nvSRAM), where each layer can be activated at a different time point. Our proposed multi-context nvSRAM shows a great potential in run-time reconfiguration applications, since it only needs less than 1 ns to switch between different contexts.

The proposed multi-context nvSRAM, as shown in Fig. 9, not only has the non-volatile and instant power-on advantages, but also helps to reduce the area by sharing the latch. Compared to the SRAM-based multi-context FPGA, the area, standby power, power-on time and power-on energy could be significantly reduced. In Fig. 9, the context select transistor pairs MN1(N-1 : 0) and MN2(N-1 : 0) are inserted between the latch and PCM cells. The context select transistors are controlled by the context power.
select address $W_L(i) \in \{N - 1 : 0\}$. The $N$-context requires $N$ bits context selected address, $N$ pairs of select transistors and $N$ pairs of PCM cells.

The multi-context nvSRAM has four operation modes in addition to the sleep mode: the configuration mode, the loading mode, the multi-context switch mode and the FPGA normal operation mode. These modes are similar to the single-context nvSRAM except the context switch mode. The context switching mode is for run-time reconfiguration, which performs almost the same as the read operation. The only difference is that it first changes the context address to the targeted layer before sensing the configuration information from the selected layer to the latch.

A 3D integration schematic of the CMOS circuits and PCM cells is shown in Fig. 10. The phase change material is deposited in the format of thin-film on the top of the CMOS transistors, thus no additional area is required for PCM cells. The latch is shared by different context layers, resulting smaller area of the multi-context nvSRAM than the multi-context SRAM. Fig. 10 shows an example of 2-context nvSRAM, where all PCM cells are placed in the same layer.

The multi-context nvSRAM also allows dynamic reconfiguration during the FPGA normal operation when required logic function is not pre-configured in PCM cells. The FPGA operation is not interrupted when writing new information to the PCM cells. During dynamic reconfiguration, $S_1$ is high to pull the nodes $S_L$ and $S_n$ to the ground. Therefore, the configuration information is still latched by $M_P$, $M_P'$ and $M_N$, to $M_N$. Then a normal write operation is performed to the selected PCM cells. The new states of the PCM cells could be sensed at any time when required by the FPGA systems. The FPGA systems are interrupted in a very short time period since the sensing speed is less than 1 ns.

V. SIMULATION RESULTS

In this section, we first evaluate the power and delay performance of the proposed single-context nvSRAM based 4-input LUT, and another three 4-input LUT architectures. After that, we analyze the retention of PCM cells to be integrated in three different schemes. In the second part of this section, we compare the power, delay, loading energy and area among these four multi-context 4-input LUTs.

To evaluate the proposed nvSRAM, test benches were built based on a 45 nm CMOS process node. GST based PCM is used in our simulation. Our PCM model uses the same resistance value and pulse width as [25]. The high resistance ($R_H$) and the low resistance ($R_L$) are 2 MΩ and 20 KΩ, respectively. The $SET$ and $RESET$ pulse widths of the PCM model are 200 ns and 20 ns, respectively. Our default $V_H$ and $V_L$ voltages are 1.2 V and 1.7 V, respectively. The detailed PCM parameters are tabulated in Table II. We built a read disturbance model according to the data provided by [34] to compare the data retention.

A. Single Context Simulation Results

The power and delay simulation results given in Fig. 12 shows that our proposed nvSRAM achieves a 41.8 pW low active leakage power and a within 1 ns high sensing speed. The low active leakage power is due to zero bias voltage on PCM cells by pulling $S_L$ and $S_n$ to the ground. The reading power of nvSRAM cell is only around 1.95 uW, hence the time and energy consumed by reading are shorter and lower than configuration of the SRAM cell when FPGAs are powered on.

A 4-input LUT in Fig. 11 is used to evaluate the performance of the four LUTs based on the proposed nvSRAM, SRAM, and

---

**TABLE II**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology node</td>
<td>20nm</td>
</tr>
<tr>
<td>SET/RESET pulse width</td>
<td>200ns/20ns</td>
</tr>
<tr>
<td>SET/RESET voltage</td>
<td>1.2V/1.7V</td>
</tr>
<tr>
<td>SET/RESET current</td>
<td>60μA/100μA</td>
</tr>
<tr>
<td>Low/High Resistance</td>
<td>20KΩ/2MΩ</td>
</tr>
</tbody>
</table>
TABLE III RESULTS COMPARISON AMONG THE SRAM, PROPOSED nvSRAM, [25] AND [26]

<table>
<thead>
<tr>
<th></th>
<th>This work</th>
<th>[25]</th>
<th>[26]</th>
<th>SRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-volatile</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>4-input LUT Active Leakage Power</td>
<td>1.19nW</td>
<td>2070nW</td>
<td>2.15pW</td>
<td>1.17nW</td>
</tr>
<tr>
<td>4-input LUT Switching Energy</td>
<td>2.58fJ</td>
<td>3fJ</td>
<td>2.2fJ</td>
<td>2.5fJ</td>
</tr>
<tr>
<td>FPGA Power-on Speed</td>
<td>&lt;1ns (~300ps)</td>
<td>90pJ</td>
<td>50pJ</td>
<td>microseconds</td>
</tr>
<tr>
<td>FPGA Power-off Energy</td>
<td>2.54fJ/bit</td>
<td>2.16fJ/bit</td>
<td>3.07fJ/bit</td>
<td>~50fJ/bit [35]</td>
</tr>
<tr>
<td>Data Retention</td>
<td>&gt;10 years</td>
<td>250µs</td>
<td></td>
<td>Preserved so long as voltage is applied</td>
</tr>
</tbody>
</table>

Fig. 13. Power consumption comparison among different LUT architectures.

those in [25] and [26]. The LUT in [25] is extended to the same four inputs. The SRAM based LUTs use the same structure as in Fig. 11 by replacing nvsRAM cells with 6T SRAMs. The resistance of the pull-down resistor in [26] is set to the logarithmic middle point of $H_T$ and $H_L$ (200KΩ).

The power and delay comparison among the four 4-input LUTs is tabulated in Table III. The delay is measured from input A to output F. As shown in Table III, the proposed nvsRAM based 4-input LUT achieves the similar speed performance as the conventional schemes. The 1.19 nW active leakage power is similar to the SRAM-based LUT, but much smaller than [25] and [26]. The active leakage power of [25] and [26] is about 174 times and 1810 times higher than that of the proposed structure, respectively. Based on the 4-input LUT simulation results, our nvsRAM-based LUT could be powered off to reduce the leakage power when the sleep time is longer than 34.5µs.

As illustrated in Fig. 13, the dynamic power and active leakage power of the four LUTs are compared at different operating frequencies. At low frequency (i.e., 0.1 MHz), the active leakage power of [25] and [26] are 2–4 orders higher than the dynamic power. Only when the averaged switching frequency is higher than 100 MHz, the active leakage power in [25] gets lower than the dynamic power. However, the active leakage power in [26] is still more than 10 times higher than its dynamic power. In contrast, even at 1 MHz low switching frequency, the active leakage power of the LUT with our proposed nvsRAM is already lower than the dynamic power.

The retention time of PCM cells with our proposed nvsRAM, and the circuits in [25] and [26] are evaluated based on the data reported in [34]. As shown in Fig. 14, the reading current is exponentially increased with the reading voltage, and the crystallization time of PCM cells is exponentially reduced with reading current increased, which is because of the higher temperature inside PCM cells at higher reading current. Therefore, when the cells are biased at 1 V, the high reading current (30 µA) leads to much shorter data retention time (crystallized in 250 µs). In our proposed design, the retention time could be longer than 10 years, since the sensing energy is low and there is no bias current in PCM cells during FPGA normal operations. The results are summarized in Table III. The retention time of PCM may be improved by using different materials (i.e., GeTe) [36], [37]. However, the SET voltage/current may be increased due to the different materials. Moreover, the low retention problem may not be fully addressed due to the high dc biased voltage, i.e., the short-dash line shown in Fig. 14(b).

B. Multi-Context Simulation Results

The multi-context 4-input LUTs use the same structure as the single-context 4-input LUTs. Fig. 15 shows the run time reconfiguration of the 4-input LUT with 8-context nvsRAM. At the first read cycle, the multi-context nvsRAM address 8’h01 is selected. This address sets the LUT to have the logic function of $F = \bar{A}BC + \bar{A}BD$. When the read operation is finished, the states of the PCM cells (16’h0123) are sensed and latched at the output $Q(15 : 0)$. The inputs of the LUT are swept from 4’h0000 to 4’h1111, and the sequence of the output signal $F$ is $...1101010000_00000000...$, which agrees well with the
as the context address of the nvSRAM which sets where. When, the switch between different based on the 45 nm and the ist here ao fs in gl emer ys e - approximately equals to the area of the single

Fig. 17. 4-input LUT active propagation delay comparison among the 6T SRAM, the designs in [25], [26], and the proposed nvSRAM.

states of the PCM cells. At around 2 us, another read cycle selects 8’h40 as the context address of the nvSRAM which sets the LUT logic function to \( F = AB + AC + BC + BD \). When the read operation is completed, the states of the data \( Q{15 : 0} \) have been changed to 16’h9abb. The switch between different context could be accomplished in less than 1 ns.

Fig. 16(a) shows the multi-context 4-input LUT leakage power comparison among the 6T SRAM, the designs in [25], [26], and our proposed nvSRAM. Since the designs in [25], [26], and our proposed nvSRAM are using non-volatile memory technologies, the unselected context bits could be turned off, thus the active leakage power increases little at the wide span of context bits. However, the SRAM based LUT has to power on the unselected context cells, thus higher context bits LUT draws higher active leakage power. Our nvSRAM based 8-context LUT reduces active power by 8, 174 and 1810 times, respectively, compared to the 8-context LUTs using 6T SRAM, the designs in [25] and [26].

Fig. 16(b) shows the 4-input LUT dynamic power comparison among four techniques. The SRAM and our proposed nvSRAM based LUTs have the similar dynamic power due to the same LUT structure is used. The dynamic power of [25], [26] gets higher with larger context bits is due to the parasitic capacitance from the other PCM select transistors.

Fig. 17 shows the propagation delay of four techniques. The area of the proposed multi-context nvSRAM can be derived from \( \text{AREA} = \text{AREA}_1 + N \times \text{AREA}_2 \), where \( \text{AREA}_1 \) is the area of the latch plus the area of \( MN_2 \), \( MN_3 \) and the equalization transistor, \( \text{AREA}_2 \) is the area of single memory select pair. \( \text{AREA}_1 \) approximately equals to the area of the single context nvSRAM which is only 0.84 \( \mu \text{m}^2 \) based on the 45 nm CMOS process node. The area comparison in Fig. 20 is based on the layout and the data provided in [25], which has been normalized to 45 nm after dividing it by 4. The cell size of the single context 6T SRAM in Fig. 20 is normalized to 1. Because of the thick oxide transistors, the normalized area of the PCM cell in [25] is more than 5 times larger than the proposed nvSRAM.

We further estimated the power consumption of the 8-context 4-input LUTs involving both idle/sleep time and active time as shown in Fig. 19. The SRAM-based LUT is still powered on during idle time, and its results are used as the baseline to compare the designs in [25], [26], and the proposed nvSRAM. As shown in Fig. 19(a), our nvSRAM-based LUT has much lower power consumption than the SRAM-based LUT regardless of idle and active ratio. In contrast, the designs of [25] and [26] based LUTs start to outperform SRAM-based LUT in terms of power consumption only if the idle and active ratio is higher than 25 and 300, respectively. This is mainly due to high active leakage power. As shown in Fig. 19(b), our nvSRAM-based LUT consumes less power than the SRAM-based LUT when active time is longer than 300 ns. Unfortunately, the designs of [25] and [26] based LUTs have more than 2 and 20 times higher power consumption than the SRAM-based LUT, respectively.

The area of the proposed multi-context nvSRAM can be derived from \( \text{AREA} = \text{AREA}_1 + N \times \text{AREA}_2 \), where \( \text{AREA}_1 \) is the area of the latch plus the area of \( MN_2 \), \( MN_3 \) and the equalization transistor, \( \text{AREA}_2 \) is the area of single memory select pair. \( \text{AREA}_1 \) approximately equals to the area of the single context nvSRAM which is only 0.84 \( \mu \text{m}^2 \) based on the 45 nm CMOS process node. The area comparison in Fig. 20 is based on the layout and the data provided in [25], which has been normalized to 45 nm after dividing it by 4. The cell size of the single context 6T SRAM in Fig. 20 is normalized to 1. Because of the thick oxide transistors, the normalized area of the PCM cell in [25] is more than 5 times larger than the proposed nvSRAM.
VI. CONCLUSION

In this paper, we have proposed a PCM based non-volatile SRAM, which greatly reduces the active leakage power, and enhances the reliability of PCM cells by biasing PCM cells at 0 V during the FPGA normal operation. The results have shown that the 4-input LUT with our nvSRAM has only 1.19 nW active leakage power while producing 1 ns fast loading speed. These features allow the system to be powered on/off to reduce the leakage power when standby time is longer than 34.5 us. The analysis also shown that the retention of the PCM cells can be longer than 10 years. The results suggest that our proposed nvSRAM is a promising solution for low power and high reliability FPGAs.
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