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Abstract—We provide a novel analysis of Wald’s sequential probability ratio test based on information theoretic measures for symmetric thresholds, symmetric noise, and equally likely hypotheses under the assumption that the test exactly terminates at one of the thresholds. This test is optimal in the sense that it yields the minimum mean decision time. To analyze the decision-making process we consider information densities, which represent the stochastic information content of the observations yielding a stochastic termination time of the test. Based on this, we show that the conditional probability to decide for hypothesis \( H_1 \) (or the counter-hypothesis \( H_0 \)) given that the test terminates at time instant \( k \) is independent of time \( k \). An analogous property has been found for a continuous-time first passage problem with two absorbing boundaries in the contexts of non-equilibrium statistical physics and communication theory. Moreover, we study the evolution of the mutual information between the binary variable to be tested and the output of the Wald test. Notably, we show that the decision time of the Wald test contains no information on which hypothesis is true beyond the decision outcome.

I. INTRODUCTION

In many decision problems it is important to make decisions as fast as possible but with a given reliability. This problem has been first studied by A. Wald who introduced a sequential probability ratio test to enable fast decisions between two possible hypotheses [1]. For independent and identically distributed observations this test yields the minimum mean decision time for a decision with a given probability of error [2]. The test accumulates the likelihood ratio given by the sequence of time discrete observations. The decision for one of the hypotheses is made as soon as the cumulative likelihood ratio reaches a given threshold which depends on the required decision reliability. The Wald test therefore corresponds to a first-passage problem with two absorbing boundaries in discrete time. The key characteristics of the Wald sequential test is that its termination time is a random quantity that depends on the actual realization of the random sequence of observations.

Sequential probability ratio tests can also be studied in the limit where observations occur continuously over time. In this situation, the probability ratio test becomes a continuous-time first passage problem. For continuous processes an important property of this first passage problem is that the threshold is hit exactly at a specific time. For certain systems described by a Langevin equation, it was shown previously that the probability for the process to be terminated at one of the two symmetric boundaries is independent of the time of absorption, see, e.g., [3], [4].

In the present paper, we present a novel analysis of the Wald test based on information theoretic measures for symmetric thresholds, symmetric noise, and equally likely hypotheses. Under the assumption that the test exactly terminates on one of the thresholds, we show that for such a discrete-time sequential probability ratio test the probability for the test to be terminated at one of two boundaries is, as in the time continuous case, independent of the time at which the decision is taken. The assumption that the trajectory of the cumulative log-likelihood ratios exactly hits one of the thresholds is approximately fulfilled in case the average increment of the log-likelihood ratio per additional observation is small in comparison to the threshold, which holds in case the allowed error probabilities are sufficiently small. To obtain this result, we describe the behavior of the test by a recursive expression for information densities. This measure describes the statistical dependencies for every individual sample process. Differently, mutual information fails to analyze the realization dependent termination behavior as it takes an average over all possible realization of the observation process. Using this recursive equation we show that a key property of the Wald test is that the conditional probability to decide for hypothesis \( H_1 \) (or the counter-hypothesis \( H_0 \)) given that the test terminates at time instant \( k \) is independent of time \( k \). Moreover, we show that the decision time \( \tau \) of the Wald test contains no information on which hypothesis is true beyond the decision outcome. Finally, we provide an expression characterizing the evolution of the mutual information between the binary variable to be tested and the decision outcome of the Wald test.

II. SYSTEM MODEL

We consider the following decision problem on the binary random variable \( X \in \{-1, 1\} \) based on a sequence of noisy observations of \( X \) where the \( k \)th observation is given by

\[
Y_k = \sqrt{\rho} X + Z_k, \quad k \in \mathbb{N}.
\]
Here, \( Z_k \) is additive noise with zero mean and unit variance. The individual noise samples are assumed to be independent identically distributed (i.i.d.) with density \( p_Z \). In addition, we assume that the noise distribution is symmetric with respect to zero, i.e., \( p_Z(-z) = p_Z(z) \) which is for example fulfilled by a zero-mean Gaussian distribution. Moreover, the parameter \( \rho \) can be interpreted as the signal-to-noise ratio. We consider equally likely hypotheses \( P(X = 1) = P(X = -1) = \frac{1}{2} \).

The aim is to decide as fast as possible, i.e., with the lowest decision time \( T \) for a given reliability \( \alpha \). The decision time \( \tau \) is rather involved, in the following we use the approximations allowed error probabilities \( \alpha_0 \) and \( \alpha_1 \). As their determination is rather involved, in the following we use the approximations \( T_0 \approx \log \frac{\alpha_0}{\alpha_1} \) and \( T_1 \approx \log \frac{1-\alpha_0}{\alpha_1} \) with \( \alpha_0, \alpha_1 < 0.5 \). This choice still guarantees that the actual error probabilities are not larger than the maximum allowed error probabilities. If the test terminates exactly on one of the thresholds — which we assume throughout this paper — the actual error probabilities \( P(D = 1|X = -1) \) and \( P(D = -1|X = 1) \) coincide with the maximum allowed error probabilities \( \alpha_1 \) and \( \alpha_0 \). If the mean and the variance of the increments \( L_k \) are small in comparison to the thresholds the test ends close to one of the thresholds [1, pp. 132-133], i.e., the assumption that the test terminates exactly on one of the thresholds is approximately fulfilled. In the present paper we focus on the important special case of \( \alpha_0 = \alpha_1 = \alpha \), yielding symmetric thresholds \( T_1 = -T_0 = T \), and symmetric noise.

For the analysis of the Wald test we introduce the model in Fig. 1. Here, the ternary variable \( U_k \in \mathcal{U} = \{-1, \epsilon, 1\} \) with

\[
U_k = \begin{cases} 
1 & \text{if } k > \tau \text{ and } D = 1 \\
-1 & \text{if } k > \tau \text{ and } D = -1 \\
\epsilon & \text{if } k < \tau 
\end{cases}
\]

and \( U_0 = \epsilon \) describes the initial state of the Wald test. The state \( \epsilon \) denotes the undecided state of the test. Until \( U_k \) reaches \( \pm 1 \) it is not possible to decide with the required reliability. The evolution of the state variable \( U_k \) can also be described by the trellis and the state transition diagram in Fig. 2.

**A. Three state representation of the Wald test**

For the analysis of the Wald test we introduce the model in Fig. 1. Here, the ternary variable \( U_k \in \mathcal{U} = \{-1, \epsilon, 1\} \) with

\[
P(U_k = 1|X = 1) = P(U_k = -1|X = -1) \quad (4)
\]

\[
P(U_k = 1|X = -1) = P(U_k = -1|X = 1). \quad (5)
\]

The probability that the Wald test has already made a decision for the hypothesis \( H_1 \) \( (H_0) \) corresponding to \( X = 1 \) \( (X = -1) \) at the time instant \( k \) or before can be expressed as

\[
P(U_k = a|X = 1) = P(U_{k-1} = a|X = 1)
\]

\[
+ P(U_k = a|U_{k-1} = \epsilon, X = 1) P(U_{k-1} = \epsilon) \quad (6)
\]

with \( a \in \{1, -1\} \). For (6) we have used that

\[
P(U_{k-1} = \epsilon|X = 1) = P(U_{k-1} = \epsilon) \quad (7)
\]

which follows from

\[
P(U_{k-1} = \epsilon) = \frac{1}{2} \{ P(U_{k-1} = \epsilon|X = 1) + P(U_{k-1} = \epsilon|X = -1) \}
\]

\[
P(U_{k-1} = \epsilon|X = 1) = P(U_{k-1} = \epsilon|X = -1) \quad (8)
\]

as we assume that both events \( X = 1 \) and \( X = -1 \) are equally likely. Additionally (8) follows from the assumption of a symmetric noise distribution \( p_Z \) with zero mean. Thus, (6) provides a recursive relation for \( P(U_k = a|X = 1) \). The initial distribution is given by \( P(U_0 = \epsilon) = 1 \) as at time instant.
Thus, the increase in mutual information between the sequence \(U_k\) and \(X\) from the time \(k-1\) to time \(k\) is given by

\[
I(X; U_k) - I(X; U_k^{k-1}) = I(X; U_k|U_{k-1}) - I(X; U_k|U_{k-1})
\]

where we applied twice the chain rule for mutual information.

Lemma 1. For the Wald test on the model defined in Section II, including the assumption that the cumulative log-likelihood ratio exactly hits one of the thresholds, it holds that

\[
I(X; U_{k-1}|U_k) = 0.
\]

Proof. In Appendix A we show that

\[
P(X(U_k)) = P(X|U_k).
\]

Using Bayes’ rule and (18) we obtain

\[
P(X, U_{k-1}|U_k) = P(X|U_k)P(U_{k-1}|U_k).
\]

Hence, \(X\) and \(U_{k-1}\) are conditionally independent and the following Markov chain holds \(X \leftrightarrow U_k \leftrightarrow U_{k-1}\). Thus, (17) immediately follows.

Lemma 1 implies that \(U_k\) carries all information on \(X\) that is contained in \(U_{k-1}\).

Using Lemma 1 and (16) it follows that

\[
I(X; U_k) = I(X; U_{k-1}) + I(U_k; U_{k-1}).
\]

Eq. (20) describes the increase of the mutual information between \(X\) and the decision variable \(U_k\) over one time step. As \(U_k\) can be considered as the output of the Wald test at time \(k\), \(I(X; U_k)\) is the information the Wald test gives on \(X\) at time \(k\) averaged over all possible realizations of the Wald test.

Theorem 1. Under the same conditions as in Lemma 1 the Wald test satisfies that

\[
I(X; \tau|U_k) = 0.
\]

Proof. It holds that \(P(X(U_k)) = P(X|U_k, \tau)\) as the last element of \(U_k\) given by \(U_k\) and the decision time \(\tau\) contain the same information as \(U_k\), cf. Fig. 2. Thus, with (18) eq. (21) follows immediately.

Theorem 1 states that the decision time \(\tau\) gives no additional information on \(X\) beyond \(U_k\), i.e., \(I(X; U_k, \tau) = I(X; U_k)\).

A. Information Densities

As the mutual information by definition is an average over all involved random quantities, (20) does not reflect the fact that the termination time of the Wald test depends on the actual realization of the observation sequence. Differently, (20) describes the behavior of averages over all observation sequences \(Y_1, \ldots, Y_k\). To be able to resolve the actual termination behavior, we need an expression reflecting the realization dependent termination time corresponding to (20) but being more restrictive in the sense that it holds for every individual observation process. For this purpose we state the following.

Corollary 1. Under the same conditions as in Lemma 1 the following recursive expression for information densities holds

\[
i(X; U_k) = i(X; U_{k-1}) + i(U_k; U_{k-1})
\]

where the information densities are defined as \(i(X; U_k) = \log \left( \frac{P(U_k|X)}{P(U_k)} \right) \) and \(i(U_k; U_{k-1}) = \log \left( \frac{P(U_k|U_{k-1}, X)}{P(U_k|U_{k-1})} \right) \) [5].
Proof. Eq. (22) for information densities is equivalent to
\[
\frac{P(U_k | X)}{P(U_k)} = \frac{P(U_{k-1} | X) P(U_k)}{P(U_{k-1}) P(U_k)}
\]
which follows from (19).

Note that \( I(X; U_k) = E_{X,U_k} [i(X; U_k)] \). Hence, we get (20) by taking the expectation of (22) with respect to all random quantities and, thus, (22) implies (20) but not vice versa.

To describe the behavior of the Wald test to terminate when the process of cumulative log-likelihood ratios \( S_k \) reaches one of the thresholds at \( \pm T \), (22) must hold for all combinations of events of \( U_k \), \( U_{k-1} \), and \( X \).

B. Time-Independence of Decision Probabilities

Corollary 1 allows to prove the following new Theorem.

Theorem 2. For the system model in Section II the following holds. In case the Wald test terminates at time \( k \) the probability to decide for hypothesis \( H_1 \) is independent of time, i.e.
\[
P(U_k = 1|U_{k-1} = \epsilon, X = 1, U_k \neq \epsilon) = \kappa, \quad \forall k \in \mathbb{N}
\]
with the constant \( \kappa = P(D = 1|X = 1) \). Equivalently,
\[
P(U_k = -1|U_{k-1} = \epsilon, X = 1, U_k \neq \epsilon) = 1 - \kappa, \quad \forall k \in \mathbb{N}
\]

Lemma 2. The statement in Theorem 2 is equivalent to the property that the ratio of the termination probabilities at both boundaries is independent of the time instant \( k \), i.e.,
\[
P(U_k = 1|U_{k-1} = \epsilon, X = 1) = \gamma, \quad \forall k \in \mathbb{N}
\]
with \( \gamma \) being a positive constant.

Proof of Lemma 2. The Wald test fulfills (22) and, thus, (23) for all combinations of \( X \in \{-1, 1\} \), and \( U_k, U_{k-1} \in U \). Due to the symmetry of the problem we consider only the case \( X = 1 \) w.l.o.g. Evaluating (23) for different values of \( U_k \) and \( U_{k-1} \) yields
\[
\frac{P(U_k = 1|X = 1)}{P(U_k = 1)} = \frac{P(U_{k-1} = 1|X = 1)}{P(U_{k-1} = 1)} = \gamma
\]
and
\[
\frac{P(U_k = 1|X = 1)}{P(U_k = 1|X = 1)} = \frac{P(U_{k-1} = 1|X = 1)}{P(U_{k-1} = 1|X = 1)} = \gamma
\]

For (26) to (29) we have used that \( P(U_k = a|U_{k-1} = a, X = 1) = 1 \) and \( P(U_k = a|U_{k-1} = a) = 1 \) with \( a \in \{1, -1\} \) and (7).

Due to the symmetry of the test and the considered scenario reflected by (9) based on (26) and (29) we get
\[
\frac{P(U_k = 1|X = 1)}{P(U_k = -1|X = 1)} = \frac{P(U_{k-1} = 1|X = 1)}{P(U_{k-1} = -1|X = 1)} = \gamma
\]
I.e., the ratio between the probability that the Wald test terminates at the positive boundary and the probability that it terminates at the negative boundary at any time instant up to the time instant \( k \) is constant over \( k \). We denote this constant as \( \gamma \). Using (27), (28), (9), (10), and (30) we get
\[
P(U_k = 1|X = 1) = \frac{P(U_k = 1|U_{k-1} = \epsilon, X = 1)}{P(U_k = -1|U_{k-1} = \epsilon, X = 1)} = \gamma
\]

Equation (25) for a discrete-time problem is similar to the continuous-time case. However, due to the symmetry of the problem we only consider the case \( X = 1 \). Thus, it holds that
\[
P(U_k = 1|X = 1) = \sum_{k=1}^{\infty} P(U_k = 1|U_{k-1} = \epsilon, U_k \neq \epsilon, X = 1) = \frac{1}{1 + \frac{\gamma}{1}}
\]
Equation (34) for a discrete-time problem is similar to the continuous-time case. However, due to the symmetry of the problem we only consider the case \( X = 1 \). Thus, it holds that
\[
P(U_k = 1|X = 1) = \sum_{k=1}^{\infty} P(U_k = 1|U_{k-1} = \epsilon, U_k \neq \epsilon, X = 1) = \frac{1}{1 + \frac{\gamma}{1}}
\]
Equation (34) for a discrete-time problem is similar to the continuous-time case. However, due to the symmetry of the problem we only consider the case \( X = 1 \). Thus, it holds that
\[
P(U_k = 1|X = 1) = \sum_{k=1}^{\infty} P(U_k = 1|U_{k-1} = \epsilon, U_k \neq \epsilon, X = 1) = \frac{1}{1 + \frac{\gamma}{1}}
\]
Equation (34) for a discrete-time problem is similar to the continuous-time case. However, due to the symmetry of the problem we only consider the case \( X = 1 \). Thus, it holds that
\[
P(U_k = 1|X = 1) = \sum_{k=1}^{\infty} P(U_k = 1|U_{k-1} = \epsilon, U_k \neq \epsilon, X = 1) = \frac{1}{1 + \frac{\gamma}{1}}
\]
Using (31), and \( \gamma = \frac{\kappa}{1 - \alpha} \), cf. (33), eq. (35) becomes

\[
I(X; U_k) = \frac{P(U_k = 1 | X = 1)}{\kappa} I(X; U_{\infty}). \quad (38)
\]

with, cf. (36) and (37)

\[
I(X; U_{\infty}) = 1 + \kappa \log(\kappa) + (1 - \kappa) \log(1 - \kappa). \quad (39)
\]

I.e., \( I(X; U_k) \) linearly increases with \( P(U_k = 1 | X = 1) \) until it achieves the final value \( I(X; U_{\infty}) \). As we assume that the test terminates exactly on one of the thresholds it holds that \( \kappa = 1 - \alpha \), cf. Sect. II, and \( I(X; U_{\infty}) \) is the mutual information to be achieved to allow a decision with the predefined error probability.\(^1\)

**IV. SUMMARY**

The analysis of the Wald test for symmetric noise, equal error probabilities corresponding to symmetric thresholds, and equally likely hypotheses provides an understanding on the implications of the information processing in optimal sequential decision-making. Under the assumption that the test terminates exactly on one of the thresholds, we have mainly shown that for these conditions (i) the decision time contains no information on which hypothesis is true beyond the decision outcome (Theorem 1) and that (ii) the probability to decide for hypothesis \( H_1 \) (or \( H_0 \)) is independent of time (Theorem 2). How far the presented results can be generalized to non-symmetric conditions will be studied in a forthcoming paper.

**APPENDIX A – PROOF OF (18)**

Without loss of generality let us assume that \( n \) is the time instant where the state variable \( U_n \) changes from \( \epsilon \) to \( \pm 1 \). If \( n > k \) equation (18) is straightforward, see Fig. 2. For \( n \leq k \) and this specific realization of \( U^k \) we can rewrite the LHS of (18) as

\[
P(X|U^{n-1} = \epsilon_1, \ldots, U^n_k = \pm 1_{k+1}) = P(X|U_{n-1} = \epsilon, U_n = \pm 1) \quad (40)
\]

with \( 1 \) being the all one row vector of length \( n \) and \( U^k_n = [U_1, \ldots, U_n] \). Here, (40) follows from the fact that in case \( U_{n-1} \) is in state \( \epsilon \) it must also have been in state \( \epsilon \) in all prior time instants and once \( U_n \) changes to \( \pm 1 \) it stays in this state, cf. Fig. 2. Hence, to prove (18) it is sufficient to show that

\[
P(X = 1 | U_{l-1} = \epsilon, U_l = 1) = P(X = 1 | U_1 = \epsilon, U_{l+1} = 1) \quad (41)
\]

holds for an arbitrary \( l \). Here, without loss of generality we assume a transition of the state variable \( U_l \) to \( 1 \). Expressing (41) in terms of the cumulated log-likelihood ratio in (2) yields

\[
P(X = 1 | S_{l-1} < T, S_l \geq T) = P(X = 1 | S_l < T, S_{l+1} \geq T). \quad (42)
\]

The LHS of (42) can be rewritten as follows

\[
P(X = 1 | S_{l-1} < T, S_l \geq T) = \frac{P(X = 1, S_{l-1} < T, S_l = 1)}{P(S_{l-1} < T, S_l \geq 1)} \quad (43)
\]

where for (43) we have used that \( P(X = 1) = P(X = -1) \). Finally, (44) follows from the symmetry of the noise, i.e., \( p(z) = p(-z) \), also cf. (5). Thus, to prove (42) we have to show that \( \frac{P(S_{l-1} < T, S_l \geq T)}{P(S_{l-1} < T, S_l < -T)} \) is independent of \( l \).

The Wald test corresponds to a first passage problem of the discrete-time stochastic process \( \{S_1, S_2, \ldots\} \) with two absorbing boundaries at \( \pm T \). For a corresponding continuous-time log-likelihood ratio process \( \{S(t)\} \) we have shown the following \([4, 7]\). Let \( P(\tau; T) d\tau \) denote the probability that \( \{S(t)\} \) reaches the threshold \( T \) for the first time in the time interval \([\tau, \tau + d\tau]\) given that it has not reached \(-T\) before. Then it holds that \([4, \text{ Eq. (11)} \text{ and Append. S2 in its Suppl. Mat.}] \), \([7, \text{ Eq. (E16) in Append. E}] \)

\[
\frac{P(\tau; T)}{P(\tau - T)} = \exp(T) \quad (45)
\]

i.e., the ratio between the probability that \( \{S(t)\} \) terminates in a given time interval on threshold \( T \) and the probability that it terminates in the same time interval on the opposite threshold \(-T\) is independent of the time \( \tau \).

Assuming that the Wald test terminates exactly on one of the thresholds, (45) implies for the discrete-time setup that (44) is independent of \( l \) which proves (18).

In case the trajectory of the discrete-time log-likelihood ratio process ends close to one of the thresholds, the termination behavior of the discrete-time process can be well approximated by the behavior of the continuous-time process. The assumption that the log-likelihood process ends close to one of the thresholds is approximately fulfilled in case the size of the thresholds \( T \) is large in comparison to the average increase of the log-likelihood ratio \( L_k \), cf. (2), per observation sample. This corresponds to the case where the mean number of observations taken before making a decision is sufficiently large.
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\(^1\) Note that (38) does not state that \( I(X; U_{\infty}) \) is only reached for \( k \to \infty \).